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Abstract The computing power of edge 

devices is difficult to keep up with the development 

of modern computer technology, and the computing 

power is not improved enough. In practical 

application environments, so there is the birth of 

lightweight models. Lightweight models specifically 

refer to some models with simple model 

architecture and low computational load. Although 

the lightweight model is fast and the model is 

relatively simple, the detection effect is not very 

good. This paper proposes a parallel convolution 

module, performs feature fusion through parallel 

processing of multi-scale convolution kernels, and 

then integrates the spatial channel attention 

mechanism into the module to implement a multi-

scale target detection module on a single feature 

layer. Model fusion proposes anchor boxes to 

generate heads and become a single-stage object 

detection model. 

Key Words:target detection, small target detection, 

feature fusion, lightweight network, attention 
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I  INTRODUCTION 

Lightweight networks trade off speed and 
accuracy. The SqueezeNet [1] network 
extensively uses 1x1 convolutional modules for 
compression and expansion, in order to reduce the 
number of parameters of the network. ShuffleNet 
[2] utilizes group convolution and channel 
shuffling operations to further reduce the amount 

of computation. ShiftNet [3] , it is proposed to 
replace the resource-intensive spatial convolution 
with gradually convolutional interleaving 
operations. MobileNetV1[4], the depth wise 
separable convolution is used to reduce the 
amount of parameters and improve the network 
efficiency. A resource-efficient module with 
inverse residuals and linear bottlenecks is 
introduced in MobileNetV2 [5], which improves 
the prediction speed of the network. In 
MobileNetV3[6], the hard swish function is used 
to replace the relu function to improve the network 
detection performance. 

II  IMPROVED MODLE 
A. Improved MobileNetV3 network  

The overall structure of the detection network 
is shown in Figure 1. 

The Fig.1 shows the improved MobileNetV3 
network. In the network model, the convolutional 
layer can be divided into three different stages, 
namely shallow network, middle network, and 
deep network 

The multi-scale separable convolution module 
borrows the idea of Inception [7] in structure. 
Through the parallel operation of different scale 
convolution kernels, the output feature map has 
multiple sizes of receptive field information. 
Improve the performance of the network on small 
object detection. Shallow network often contains 
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more original information. Therefore, for the 
information in the shallow network, convolution 
and fusion prediction help to improve the 
detection performance of the network for small 
targets. 

 

Fig. 1 The overall structure of the detection network 

DMSC is multi-scale convolution module.In 
the multi-scale convolution module, the original 
feature map is firstly passed through three 
convolution kernels with different scales and sizes 
to adapt to small target information of different 
sizes. Each output feature map is connected to the 
CBAM attention module for processing. 
Convolution increases the weight of key 
information, and fuses and predicts each feature 
map.DMSC module struct is shown on Fig2 

Fig. 2  Fusion attention mechanism multi-scale feature 

fusion module 

Experiments show that adding receptive fields 
of different scales in the shallow network can 
greatly improve the prediction performance of the 
network for small targets. 

B. Propose anchor box to generate head 

The proposed anchor box generation head is 
different from the traditional two-part detection 
network, which is a hybrid detection head. The 
candidate anchor boxes are dynamically generated 
by predicting the position of the anchor point and 
the size of the anchor box by inputting the feature 
map. In the model using the feature pyramid, it is 
recommended that the anchor box generate the 
head, and the feature maps at different stages are 
predicted to improve the detection performance of 
the anchor box proposed to generate the head for 
small targets. 

The structure diagram of the proposed anchor 
box to generate the head is shown in Figure 3 

 

Fig. 3 Schematic diagram of the structure of the proposed 

anchor box to generate the head 

C. Loss function 

The loss of the model includes four main 
components: anchor point prediction loss, anchor 
box width and height prediction loss, 
classification loss, and regression loss. The total 
loss Loss is expressed as 

   We hope to give a larger weight to the 
central area of the annotation, a smaller weight to 
the edge of the annotation, and a worse weight to 
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the part that is not within the annotation, so as to 
shrink the predicted position of the anchor point. 

The loss function for when the anchor point is 
within the anchor box is defined as 

 represent the horizontal and 
vertical coordinates of the four points of the real 
frame, respectively, and x, y represents the anchor 
point coordinates 

The localization loss function for the non-
anchor box 

 

  The prediction loss function Loss_shape of 
the anchor box in the image is not the same as the 
ordinary anchor box regression loss function. The 
predicted value of the anchor box height is not 
only determined by the information given by the 
feature map, but the prediction of width and height 
is limited by the anchor. The predicted value of the 
point, the width and height correspond to the 
prediction of the anchor point value one-to-one, so 
the loss function in the shape prediction is 

III  EXPERIMENTAL RESULT 

The coincidence degree IOU between the 
predicted anchor frame and the real annotation is 
the limiting condition for determining whether the 
detection frame is the true value. This experiment 
refers to the detection index of the coco data set, 
and adds the limiting condition IOU as the limiting 
condition on AP and AR, and the IOU is 0.50: 0.95, 
starting from 0.50 and taking 0.5 steps to 0, 95 are 
taken as threshold calculation, the corresponding 

precision and recall rate under each threshold, and 
these values are averaged. Each model is trained 
for 30 epochs. 

TABLE 1. ACCURACY AND REGRESSION ON ALL SCALES 

TABLE 2.ACCURACY AND REGRESSION ON SMALL SCALE 

 The experimental results show that the model 
proposed in this paper can effectively improve the 
precision and recall rate of the network in small 
target detection and overall detection compared 
with the original mobilenetv3 network. Its 
precision and recall are significantly better than 
the other two models. 

In order to show the regression of each model 
to the boundary, the larger the IOU threshold, the 
closer the regression margin predicted by the 
model is to the actual labeling margin. is shown in 
Figure 4 

Model Name Average target 

recognition 

accuracy AP 

Target average 

recall AR 

MobilenetV2+

yolov3head 

0.358 0.351 

mobilenetV3+

yolov3head 

0.383 0.415 

Ours method 0.433 0.476 

Model Name Small target 

recognition 

accuracy AP 

Small target 

recall AR 

MobilenetV2+

yolov3head 

0.060 0.137 

mobilenetV3+

yolov3head 

0.120 0.159 

Ours method 0.148 0.213 
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Fig. 4 Changes of AP with different IOU thresholds 

  Figure 4 shows that the model in this paper 
has a better regression effect on the boundary 
value, and the boundary value predicted by the 
model in this paper is closer to the actual standard 
value. 

IV  CONCLUSION 

In this paper, by adding a multi-scale 
convolution module to the mobilenetv3 model and 
integrating the spatial channel attention 
mechanism, the performance of the model in small 
target detection and boundary regression has been 
effectively improved. It is suggested that the 
addition of the head of the generated anchor frame 
is effective, reducing the problem of manual 
intervention of candidate frames and too many 
dense candidate frames in the image detection 
model. By regressing the image hotspot area, the 

detection performance of the model is effectively 
improved. By appropriately increasing the 
complexity of the MobilnetV3 model, the 
accuracy is improved without increasing too many 
model parameters, and the improved MobileNetv3 
model can be better integrated into practical 
applications. 
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