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Abstract—Aiming at some limitations of the A-star algorithm, 
the algorithm is improved and optimized, robot path planning 
experiment is carried out. In the traditional A-star algorithm, 
there are too many turning points of the path and the path is 
not smooth enough, the car deviates from the path when 
navigating due to the arc at the corner is too large. This paper 
combines the conjugate gradient and Gaussian process 
principle to optimize the A-star algorithm and eliminate the 
invalid path information to jump points, to implement a path 
with less angle and smoother. The results show that the hybrid 
algorithm has a shorter and smoother path than the A-star 
algorithm. 
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I. INTRODUCTION 
With the rapid development of technology, intelligent 

devices are gradually entering people's daily lives. Smart 
wheeled mobile robots are a major branch of smart 
applications and have a wide application in daily life, such 
as industrial applications, medical catering and other 
industries. The autonomous navigation of robots is the most 
important part of intelligent wheeled mobile robots [1], it 
requires mobile robot to plan a path based on some 
optimization criteria or indicators (such as the smallest 
energy consumption, the shortest completion time, the 
smoothest path, the shortest walking path, etc.) The mobile 
robot is required to plan a safe and collision-free shortest 
trajectory from the start point to the target point [2]. Due to 
the expansion of the working range of mobile robots, the 
requirements of path planning technology are also 
increasing. Currently, the most widely used path planning 
algorithms include the A-star algorithm, ant colony 
algorithm, DWA (Dynamic Window Approach) algorithm, 
artificial potential field method, Dijkstra algorithm, etc. [3-
6] Path planning is one of the key factors in autonomous 
robot navigation. The advantage of the A-star algorithm is 
that it can find the best path, but in a complex environment, 
the A-star algorithm takes a longer time to find the path and 
the path is not reach the optimal path. The path planned by 
the A-star algorithm is an angular turn at the corner and the 
arc-like turn required by the car is not considered. 

Literature [7] proposed an improved ant colony 
algorithm, this algorithm uses gradient descent to optimize 
the path of the ant colony algorithm, which improves the 
convergence speed and accuracy of the ant colony 
algorithm. Literature [8] adopts the A-Star algorithm based 
on changing the step size to reduce the calculation time of 
the algorithm and improve the stability and robustness of 
the algorithm performance. Literature [9] uses a three-
domain search A-star algorithm combined with artificial 
potential fields to optimize the path planning problem of 
mobile robots, which shortens the length of the path, 
reduces the search time and the number of nodes. Literature 
[10] uses the hybrid-A star algorithm, which is optimized 
by the conjugate gradient method and is suitable for 
Ackerman vehicles. Because kinematics is added to plan 
the vehicle's backward route, the overall planned route may 
be longer than the route planned by the A-star algorithm, 
but this algorithm improves the smoothness and safety of 
the route. Literature [11] proposed a path planning 
algorithm based on jumping point search combined with 
the Bezier curve to achieve path optimization. 

II. AN IMPROVED HYBRID ALGORITHM BASED ON A-
STAR ALGORITHM 

The A-star algorithm estimates the optimal path based 
on the step length and cost. The JPS (Jump Point Search) 
algorithm speeds up the operating efficiency of the A-star 
algorithm by reducing the number of nodes traversed, 
reducing the length of the path and the number of corners 
turned. However, the JPS algorithm also has problems such 
as the path is not smooth enough and the corners are too 
large. The algorithm is optimized by combining the 
advantages of the JPS algorithm, first, perform conjugate 
gradient processing on the A-star algorithm to obtain a piece 
of new path information. Then the path information is 
pruned, only part of the optimal path information is retained, 
and then the Gaussian process is performed on the path to 
obtaining an optimal and smooth path.  

The principle of the jumping point is to improve the 
heuristic function of the A-star algorithm, the expression is 
as (1). 

h(n)= L - k cosa                           (1) 
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L is the Manhattan distance from the start point to the 
target point, the expression is shown in (2)
weights of distance and direction, cosa is the direction 
information of the angle between the parent node and the 
child node, and the child node and the target point. When 
the two directions are the same, the value of cosa is + 1, and 
the direction cosa is the smallest, and vice versa, the value 
of cosa is -1, the direction has the largest cost. 

L= (abs (n.x - goal.x) + abs (n.y - goal.y))         (2) 
is the weight, n.x and n.y are the abscissa and 

ordinate of the current position node, goal.x and goal.y are 
the abscissa and ordinate of the target node respectively. 

The Gaussian process is a commonly used optimization 
method, which is widely used in image processing and 
curve processing. The Gaussian process is often used in 
machine learning, where the core of the Gaussian process is 
the kernel function. The final results obtained by applying 
different kernel functions will also be different. The 
measurement method of each kernel function is different 
and the processing properties of the Gaussian process are 
also different. The more commonly used kernel function is 
the Gaussian kernel function, which is also called the radial 
basis function (RBF), the expression is shown in (3). 

K(x, ) =  exp ( ( ) )                   (3) 
Where x and x' are the abscissa of the sampling points, 

Figure 1 uses sinx as a sample function, where the green line 
is the prediction curve, the red points are the sampling 
points and the light blue is the variance confidence interval. 
When l=0.5, =0.5, the curve has more corners and more 
twists and turns compared to the other three pictures. When 
l=0.5, =1.0, the curve is smoother than that in Figure a, but 
it is still not smooth enough. When l=1.0, =0.5, the curve 
becomes smoother but the smoothness is higher. When 
l=1.0, =1.0, the smoothness and gentleness of the curve are 
relatively the best. From the four graphs of a, b, c, d, it can 
be concluded that the l increasing curve is smoother and the 
confidence interval between the sampling points is smaller. 
Otherwise, 
control the size of the confidence interval. When the value 

versa. 

Figure 1.  Gaussian process curve 

edge likelihood, the formula is shown in (4). ( | , ) = ( )               (4) 
After logarithmic processing, formula (5) is obtained.

log ( | , ) = log log (2 )  (5) 

Maximizing the logarithmic marginal likelihood refers 
to the maximum marginalization on the function value y, 
where  is the covariance matrix. After derivation, the 
optimal hyperparameters are l=1.2, =0.8, and the test 
results are shown in Figure 2 show. 

Figure 2. Optimal parameter graph 
The flowchart of the improved hybrid algorithm is 

shown in Figure 3. The starting point and the target point 
are set, the path is planned by the conjugate gradient A-star 
algorithm, and the path is skipped. Gaussian smoothing is 
performed after the path that eliminates interference is 
obtained, and the optimal smooth path is obtained. 

Figure 3. Hybrid algorithm flow 

III. SIMULATION EXPERIMENT COMPARISON 

A. Without obstacle simulation  
Optimize the path without obstacles and test it on the 

maps of 3x3 and 9x14 specifications. The red line is the 
unprocessed path and the blue line is the optimized path, the 
test results are shown in Figure 4 and Table 1. 

Figure 4. Without obstacle simulation 
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TABLE 1. Simulation data 

The data comparison shows that the processed path is 
shorter than the unprocessed path and the path is smoother. 

B. With obstacle simulation 
This simulation experiment is set up in Gazebo as shown 

in Figure 5, the planned paths are displayed in Rviz. Figure 
6 shows the A-star, Conjugate gradient, Jump point search 
and Gaussian smoothed path from top to bottom. The path 
after the conjugate gradient processing is smoother than the 

path of the A-star, but the overall path is not smooth enough. 
After the jumping point processing, the invalid path 
information is eliminated and the path between the two 
turning points is straighter. Then the Gaussian process 
optimization is performed on the path after the jump point, 
and a smooth optimal path is obtained. 

Figure 5.  Simulation environment in Gazebo

Figure 6. With obstacle simulation 
 

TABLE 2. Simulation data 

By comparing the path length with the number of points 
traversed, the A-star algorithm path has more nodes and 
longer paths. The number of nodes in the path after 
conjugate gradient processing decreases and the path length 
is shorter than the path of the A-star algorithm. The jumping 
point is the selection of path nodes on the path after gradient 
processing. The number of nodes traversed by the path 
decreases significantly, and the path length is slightly 
shortened. The length of the path smoothed by the Gaussian 
process is significantly shortened, and the number of nodes 
is equal to the number of nodes processed by the hop point. 
The optimized hybrid algorithm preliminarily solves the 
non-optimal path of the A-star algorithm in a complex 
environment, the path is not smooth enough, the corners are 
too much.  

 
 

 

IV. NAVIGATION SIMULATION EXPERIMENT 
In order to verify whether the path planned by the 

hybrid algorithm meets the motion requirements of the 
mobile robot in a complex environment, a path navigation 
simulation experiment is carried out for the mobile robot, 
the robot runs along the planned path from the starting 
point to the specified target point. Figure 7 shows the 
simulation results of robot navigation, where the green line 
is the route planned by the hybrid algorithm and the red line 
is the historical trajectory of robot operation. It can be seen 
from the figure that the route of robot operation is 
consistent with the route planned by the algorithm, which 
verifies the feasibility of the algorithm. 

 
 
 
 
 
 
 

 
 
 

Map 
Specifications 

Path Length (cm) 
unprocessed path optimized path 

3x3 5.201 4.301 
9x14 26.733 19.065 

Simulation 
Map 

Race Track 

A-star
Conjugate 
gradient 

jump 
point 

Gaussian 
smoothed 

Path length   81.254 77.782 75.554 70.251 
Number of 

nodes 
7322 5502 573 573 
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Figure 7. Navigation experiment simulation

V. CONCLUSION 
Experiments show that the path planned by the 

improved hybrid algorithm in this paper is better than the 
path planned by the A-star algorithm. It reduces the number 
of corners and the arc of the mobile robot in a complex 
environment, the path is smoother. In the robot navigation 
simulation experiments, the robot's forward trajectory is the 
same as the planned route, which provides an effective 
algorithm for the mobile robot to quickly and stably run to 
the target point. 
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