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Abstract— In view of the safety hazards existing on campus, 
a campus safety detection system based on deep learning 
behavior recognition, license plate recognition and speed 
detection is proposed and designed. The design divides the 
campus safety monitoring system into three functional 
modules: hazard behavior identification, license plate 
tracking and vehicle speed measurement, and on this basis, 
designs the database of storage information and the warning 
system of speed too fast to realize the monitoring function of 
campus safety. 
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INTRODUCTION 
In recent years, with the national attention to campus 

safety, campus security management has been increasing. 
At present, the safety and security work of our campus 
mainly depends on security personnel, although play a 
certain effect, but there are also many problems, such as in 
the course of campus safety management, there are 
security personnel can not find the students' dangerous 
behavior in the first time, can not identify the speed. There 
is a security risk. Therefore, the traditional supervision of 
campus safety through manpower is not enough. Therefore, 
it is necessary to develop a safety monitoring system for 
the identification of dangerous behavior and speed 
detection on campus. 

This project is a campus safety monitoring system that 
integrates hazardous behavior identification, license plate 
tracking, and vehicle speed measurement. 

 
 
 

RELATED WORK 

A.   Vehicle speed detection algorithm based on virtual 
coil                                                                                                                                                                  

The vehicle speed detection [1] algorithm based on 
virtual coil is mainly divided into several processes. (1) 
Read traffic video: read the video using MATLAB 
platform [2].  
(2) Set virtual coil: use the manually set virtual coil. 
Because this coil is flexible, it can be easily displayed on 
the first frame image.  
(3) Calculate the gray difference between virtual coils VL1 
and VL2: calculate the gray values of initial virtual coils 
VL1 and VL2, which are L1 and L2 respectively; Then 
calculate the gray values of virtual coils vl3 and vl4 in the 
next frame, which are L3 and L4 respectively. Thus, the  

 
 
VL gray difference m and N between frames can be 
determined, that is: 

M L3 L1 N L4 L2. 
Then, two sets of values can be obtained by using the 

cyclic frame difference, which are stored in an array, and 
the absolute value of the difference is used for statistics. 
Therefore, the method of difference between each 
subsequent frame and the first frame can be used. 
(4)Virtual coil control: read in each traffic video, draw the 
two groups of values and the ordinal number of the video 
frame into a two-dimensional image and analyze it. 
According to the jump change of the gray difference, get 
the corresponding gray threshold, calculate the time length 
of the vehicle passing through the virtual coil, and finally 
calculate the speed of the vehicle. 
 
B.   License plate detection 

 Efficient Det is used as the vehicle detection 
network[3], because the detection speed and accuracy of the 
network are well performed on the ImageNet data set. 

Considering the different imaging angles of license 
plate in real environment, a distortion corrected license 
plate detection network is proposed. The network can 
detect different degrees of distorted license plates in 
natural scenes, and correct the distorted license plates to a 
rectangular shape similar to the front view. In order to 
locate the license plate more accurately, a network based 
on residual block is designed to extract the license plate 
features, and the convolution layer in the network is set to 
3x3. In order to prevent the license plate feature 
information from disappearing after pooling, only four 
steps of 2 are used × 2, which reduces the input dimension 
by 16 times. Finally, as shown in the figure, the detection 
module has two parallel convolution layers: (1) one is used 
to embed the probability, and the function is activated as 
softmax [4] (2) The other is used to regress affine 
parameters. In order to extract the features on the deformed 
license plate, first consider a hypothetical square whose 
size is fixed at the center of the license plate (x, y). If the 
target probability of the unit is greater than the given 
detection threshold, the affine matrix is established by 
using the regression parameters to convert the virtual 
square into the license plate area[5]. Therefore, the license 
plate can be easily extended to horizontally and vertically 
aligned objects. Use Mi = [Xi, Yi] t (where I = 1, 2, 3, 4) 
to represent the four corners of the annotated license plate, 
which are marked clockwise from the upper left corner; 
n1=[-0.5 0.5]T n2=[0.5 -0.5]T n3=[0.5, 0.5]T
n4=[-0.5 0.5]T represent the corresponding vertex of the 
standard unit centered on the origin. The height h, width W 
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and network step of the input image are given through Ns 
= 24 (four maximum pool layers), and the network output 
characteristic diagram is given by P × Q It consists of 8 
volumes, where p = H / N and q = w / NS. For each point 
unit in the characteristic graph, there are 8 values to be 
estimated: the first 2 values (V1-V2) are the probability of 
object / non object, and the last 6 values (v3-v8) are used 
to establish the local affine transformation TXY, which is 
obtained by equation (1): 

 
Txy(n) uses the learned parameters, the bounding box 

representing the predicted license plate position is affine 
transformed. The maximum functions V3 and V6 are used 
to ensure that the diagonal is positive (avoiding 
unnecessary mirroring or excessive rotation). In order to 
match the output resolution of the network, the MX points 
are rescaled according to the reciprocal of the network step, 
and re centered according to each (x, y) in the feature map. 
By using the standardized function (2): 

 
Among them, β Is a scaling constant that represents 

the edges of a virtual square. Set up β= 8.15 is the mean 
point between the maximum and minimum dimensions of 
the candidate license plate in the augmented training data 
segmented by the network stride [6]. In order to maintain a 
good compromise between accuracy and processing time, 
the maximum dimension 508 and the minimum dimension 
128 are selected in this paper. Assuming that there is an 
object (license plate) at point (x, y), the first part of the loss 
function considers the error between the regular square of 
a distorted version and the standardized marking points of 
the license plate, which is given by equation (3): 

 
The license plates with tilt or even distortion is 

corrected to the front license plate by the distortion 
correction network, and the output license plate is used as 
the input of license plate recognition. In this way, the 
corrected license plate makes license plate recognition 
extremely easy, without considering the external influence 
such as angle, distortion or illumination, which improves 
the speed and accuracy of license plate recognition. 
 
C.   Extraction and filtering of behavioral feature 

The first prerequisite for using the campus monitoring 
system to identify dangerous behavior of campus 
personnel is to be able to extract the behavior 
characteristics of the tested personnel, and then send the 
extracted behavior characteristics into the trained model to 
classify, obtain the basic classification results, and 
determine whether it is dangerous behavior. However, 
influenced by the dynamic change, lighting change, 
background clutter, time change and so on, it is the first 
problem to be solved to extract the behavior characteristics 
of the person being tested from the complex background. 
Unlike analytical images, video analytics have a larger 

amount of data and more complex conditions to analyze. 
Feature extraction can reduce the data dimension at the 
same time, analyze effective information, filter invalid 
information. There are several kinds of behavioral analysis 
feature extraction algorithms: shape feature, motion feature, 
space-time feature and mixed feature. The problem of 
features is mainly the features of time domain and 
frequency domain, which are extracted by sliding window. 
The sliding window contains two variables size size of 
window step slip step Index times of window 
size 2 are generally selected in practical applications

 , where f represents the sampling 
frequency of the sensor, and ai represents the combined 
acceleration. The calculation method is given by formula 
(1). 

 
In the time domain characteristics, 

 represents the mean  
represents standard deviation  represents the 

mode  represents the majority  

represents a minimum,  

represents the rang  
represents the mean point  number of data, represents 
correlation coefficient given by formula ( 2 )  

 
 
SMA Represents the signal amplitude area, given by 
formula ( 3 )  

      
Because the scene of behavioral feature extraction 

often contains crowded people, resulting in a large number 
of noise that affects the recognition, therefore, a feature 
filtering method based on cover[7]is adopted. The 
construction of the mask is shown in Figure 1: 
 

 
Figure 1.  Construction process of shield 

 

D.   Classification of mask behavior 
After feature filtering, behavior recognition becomes 

easier.  The process of behavior recognition is as follows: 
(1) The dangerous behavior images are input and the data 
are marked in the network model training. The location 
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behavior information of the detected personnel predicted 
by the model is used as the input of the recognition model 
to train the recognition model.    
(2) The minimum circumscribed rectangle of the image to 
be judged is expanded in the left and right directions. The 
open window time length is T (representing the continuous 
time of the behavior). The video motion image MEI, 
motion history image MHI and optical flow energy image 
FEI are calculated in the window.    
(3) The matching mask image is found from the behavioral 
mask of the training results, and the mask is placed on the 
detection window, MHI and FEI are retained, and the non-
coverage area is removed to realize feature filtering.    
(4) The behavioral characteristics are classified by the 
method based on trainers, so as to judge the behavioral 
characteristics. 

Feature classification has two methods: direct 
classification and time domain state space fusion model. 
Dynamic Time Planning Adjustment ( DTW) [8]is similar 
to the randomness of speech signal. The action behavior of 
different people in different scenes in video is different, 
and there is no exactly the same time length. Therefore, the 
time axis should be distorted and bent unevenly when 
matching with the established recognition model.  Align 
video features with template features.  DTW is essentially 
a time warping function that satisfies certain conditions to 

describe the time correspondence between the input model 
and the training model, so as to find the minimum 
cumulative corresponding warping function when two 
templates match.  
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