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Abstract—Prediction of academic performance of health 
sciences students prior to being fully engaged in academic 
studies will identify those students who may need early 
intervention. Machine learning (ML), a branch of artificial 
intelligence,  can be used to predict the academic performance 
of such students and the factors that continue to impact their 
academic performance. Objective: To use a best fit model in ML 
to predict the academic performance of health science students 
and rank the most important factors affecting their 
performance. Method: The academic records of 3468 students 
were extracted from the student information system (SIS), 
which included preparatory year great point average (GPA), 
high school GPA, Achievement Test (AT), General Aptitude 
Test (GAT), and cumulative GPA upon graduation. Multiple 
machine learning algorithms were used to develop the best fit 
model to predict students’ performance GPA and identify 
factors that contributed to GPA. Results: The best performing 
classifier based on area under the curve (AUC) is random forest 
(.773) followed by naïve bayes (.758), Support Vector Machine 
(.686), k-nearest neighbors (.684) and decision tree (.658), the 
three scoring methods showed preparatory year GPA, gender, 
and high school GPA were the top variables predicating student 
cumulative GPAs. Conclusion: Random forest model can assist 
college administrators and faculty in health colleges to predict 
which students are more likely to underperform during their 
undergraduate studies.  

Keywords: Machine learning; algorithms; Classifiers;  
GPA ;  ML.  

I.  INTRODUCTION 
Anxiety profoundly affects quality of life of those affected 

by it. Universities continue to invest in resources to support 
the academic performance of their students. Yet the students 
that may need it the most are less likely to seek this support. 
As such, it is helpful to identify students that may struggle and 
underperform, especially as it relates to students in the 
biomedical fields who require strong academic performance 
to navigate the next step of their career whether further 
training or entering the workforce. Harnessing information 
technology can be a powerful tool to identify such students. 
Institutions have a breadth of student databases that can be 
easily saved, extracted, examined, and analyzed. Educational 
data mining (EDM) is a sub-field of data mining that 
recognize patterns that are not known before by utilizing smart 
algorithms [1]. As a result, educators can gain insights into 

their own academic environment that leads to better 
understanding on how to improve student academic 
performance, decrease number of failing students and  
decrease percentage of dropouts [2].  

Data mining is utilized in many sectors such as in 
economics, business, health, retail, to name a few. The 
education sector has also used data mining [3]. To predict 
students’ performance or retention rates among other issues. 
For example, current cumulative GPA for engineering 
students was used to predict their final semester GPA [4]. 
Another study used data mining to predict students at risk of 
dropping out [5].  

Although numerous studies have targeted failing students 
to reveal correlates of failing and/or predicting which student 
will fail, we aimed to focus on students who are not failing yet 
are low performers, those with a “C” or “ D” GPA, to provide 
educators with helpful information to establish the needed 
resources to maximize the performance of such students. 
Specifically, we evaluated student preparatory year GPA ( 
first year), high school GPA , Achievement Test (AT) and  the 
General Aptitude Test (GAT) and demographics to predict 
those students who are  likely to graduate with a ‘C” or “D” 
GPA from a health field (medicine, dentistry, nursing, applied 
medical sciences, pharmacy, and public health). We employed 
the orange data mining software to  develop the best fit model 
to predict student GPA upon graduation.  

II. LITERATURE REVIEW 
Although admissions to health sciences colleges is highly 

competitive and is based on high standards of  previous 
academic performance (e.g., high school GPA; high scores in 
standardized tests, etc.), some students struggle, 
underperform, and graduate with lower cumulative GPA. 
Therefore, capturing these low performers at early stage and 
providing them with appropriate support may make a 
difference to elevate their academic performance and aid in 
their future success, whether to continue to graduate school in 
some cases or enter their respective career sector.  

Measuring student  performance would enable decision 
makers and stockholders (management, administrative stuff, 
and faculty) to have the right information to enable them to 
make the best decisions for their students. This would rely on 
solid data that can predict student performance and reliance 
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on data mining. Numerous studies have addressed this issue, 
some focused on overall performance over long period of time 
(>1 year) while others evaluated shorter periods (one course 
or one semester) [6]. Course participation and perceptions 
examined for 533 students in their first year of study,  
classified them into three categories of academic performance 
, low-risk, medium-risk, and high-risk  who are more likely to 
fail or drop out [7].  

Multiple research work has used cumulative GPA as the 
main predictive  attribute to assess student performance and 
most found that high school GPA, gender, ethnicity, 
quantitative SAT scores, verbal SAT scores, significantly  
impacted students’ graduation [8],[9]. Further age, gender, 
parent's marital status, parent's qualification, cumulative GPA 
of 7500 students was evaluated to predict students’ academic  
performance in their first year of college [10]. Several studies 
predicted students’ final GPA using students grades 
information [11],[12]. Educational data mining (EDM)  is a 
sub- branch of data mining that is based on statistics and 
machine learning to explore and investigate education data. It 
is applied in different aspects of the branch of education such 
as academic performance, admission, graduation, retention,  
gifted students among others [13].  

EDM is utilized mostly to measure student performance 
[14]. Further, machine learning algorithms are used to analyze 
education data. These algorithms would provide models to 
identify students at risk and provide early warning alerts for 
the university staff to take the necessary actions. For example, 
decision trees (DT), neural networks (NN), and support vector 
machine (SVM) produced models that predicted student 
dropouts [15]. Another study that predicted student’s dropout 
based on cumulative GPA was modeled using  k-nearest 
neighbors (KNN) with 87% accuracy [16]. To predict students 
time of graduation naïve bayes algorithm was used which 
produced a model with 70.83% accuracy [17]. Decision tree 
classifier  predicted student success or drop out with 60.5% 
accuracy using socio-demographic variables in addition to 
major and courses being studied [18]. The same algorithm was 
used to predict student first year performance in a business 
informatics by using their  high school state exam marks and 
first year success , the model produced accuracy of 76.65% 
[19] .  

Another study used neural network algorithm to predict 
student performance in a specific course and was 92.3% 
accurate [20]. Support vector regression algorithm 
outperformed multiple linear regression  using socioeconomic 
and university academic information to predict student’ 
academic performance [21].  

III. METHODOLGY 

A. Data collection 
Imam Abdulrahman Bin Faisal University, in Dammam 

Saudi Arabia (IAU) has six health colleges: College of 
Medicine,  College of Dentistry, College of Nursing, College 
of Applied Medical Sciences, College of Public Health, 

College of Applied Medical Sciences – Jubail. Admission 
requires high school students to take two standardized tests. 
One is the Achievement Test (AT) which test their knowledge 
in Biology, Chemistry, Physics and Math. The other is the 
General Aptitude Test (GAT) which measures analytical and 
deductive skills. The equation that determines  their admission 
is  30% high school GPA, 40% AT, and 30% GAT. We 
collected data from 3468 student records across these colleges  
using institutional student information system (SIS) from 
2012-2019 and data placed in excel sheet. The dataset has 
seven features and one target variable with four values  as 
shown in table 1.  

B. Data preprocessing 
One column in excel sheet was created to further formulate 

the research question. A formula was used to create grade 
codes for the cumulative GPA based on university policy as 
shown in table 2. The grade code becomes the class variable 
with values “A”, “B” ,“C” or “D”. If class values is “C” or 
“D” then student need counselling otherwise, no need for 
counselling.   

 
 

 
Table 1. Students related variables 

Attributes Description 
Gender M, F 
PREP_GPA GPA after first year of study 
High School_ GPA GPA upon high school graduation  
GAT General Aptitude Test 
AT Achievement Test 
College A health college 
Year Admission year 
Grade Code (target )  Class (A,B,C,D) 

 
 Table 2. Grade point average (GPA) scale 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Code GPA out of 5 
A 5.00 – 4.75 
B 4.74 – 4.00 
C 3.99 – 3.00 
D 2.99 – 2.00 
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C. Classification models 
Several supervised classifiers imbedded in the orange data 

mining software were used in this study. Each classifier was 
used to generate a models based on the features and the class 
value to answer the research question. The classifiers that 
were used are : KNN, Tree, SVM, Random Forest, Naïve 
Bays. Training and testing were conducted on the dataset 
available for this work. The dataset was divided into 66:34 for 
training and testing, respectively. To avoid overfitting and 
underfitting, 10-Fold cross validation was used. Fig.1 shows 
the workflow for academic performance of health science 
students’ dataset. 

D. Model evaluaiton 
To evaluate  the best fit model for this study, several 

metrics were used that include area under the curve (AUC), 
accuracy, F1, precision and recall. Students who are in need 
for consultation to enhance their academic performance can 
be assured by the best model evaluated by these 
measurements.  

IV. RESULTS AND DISCUSSIONS  
We evaluated 3468 student data records that covers  a 

seven-year span between 2012-2019 to predict which 
students are likely to graduate with a “A” , “B”, “C” or “D” 
cumulative GPA. We used five machine learning classifiers, 
KNN, Decision Tree, SVM, Random Forest, Naïve Bays to 
create the models. We show that the best performance based 
on AUC is random forest (.773) followed by naïve bayes 
(.758), SVM(.686), KNN(.684) and decision tree (.658) as 
shown in table 3. The confusion matrix for the random forest 
is another indicator of the usefulness of this algorithm (Fig. 
2). 

Further, to evaluate which features has more effect on 
predicting CGPA, three scoring methods were selected. Info. 
Gain, Gain ration and ReliefF. Preparatory year GPA ,Gender, 
and high school GPA were the top variables predicating  
student performance. Interestingly, standardized test did not 
predict graduating GPA, this is consistent with numerous 
studies world-wise that are revealing that standardized high 
school tests do not predict performance at college level [22].  

  Different research wok in machine learning in predicting 
students’ performance has reported different results. Three 
studied have shown random forest classifier to outperform 
other classifiers. One study predicts students’ academic 
performance based on demographics, student previous 
performance information, course and instructor information, 
and student general information, random forest was the most 
appropriate model [23]. A study to predict the right path for 
engineering students attending preparty year found random 
forest algorithm as  the best fit model for the Mechanical 
engineering department [24]. Finally, random forest has 
outperformed other classifiers (decision trees, support vector 
machines, naive Bayes, bagged trees and boosted trees) in 
predicting students’ final year performance based on 
information available at the end of the first year with 96% 
accuracy [25]. These results are consistent with our findings. 
However, two studies to predict students’ GPA showed 

extreme gradient boosting classifier outperformed random 
forest [26]. And Naive Bayes scored 83.65%/ accuracy over 
random forest  with 71.15% accuracy to show students’ 
academic achievement at the end of the  final year [27].
 

Information gained through this modeling can be used by 
universities for early intervention measures to support talented 
students who are good enough to gain admission yet struggle 
at the college level. This model is ready to be tested on batch 
of 2019-2022 once their information is available on the 
student’s information system. Also, the data set can be 
expanded to include other tracks such Engineering, Sciences 
and Management, Arts and Education to be part of further 
studies to test the model. 

 

 
 

 
     Table 3. Classifier’s evaluation matrix  

 
 
 
 
 
 
 
 

                   

 

Figure 1. Orange workflow for health science students database 
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V. CONCLUSION 
The focus of this research was to apply multiple machine 

learning classifiers to predict students’ performance in health 
colleges. Their performance is measured upon graduation 
with a “B”, “C”, or  “D” GPA. Health college students should 
be motived to graduate with a B or higher GPA as they are 
excellent students who are good enough to get admission to 
health colleges but struggling at their university studies. 
Therefore, the outcome of this research is to serve a guidance 
to university staff to provide these students with the at most 
support they deserve. 
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Figure 2. Random forest confusion matrix 
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