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Abstract—In order to improve the real-time performance and 
accuracy of localization for mobile robot in indoor 
environment, a neural network data fusion approach is 
proposed to eliminate the affection caused by errors from 
environment or measurements. In the approach, the 
odometry data are firstly obtained by calculating the collected 
encoder data through the Dead Reckoning (DR), then we fuse 
the odometry data and the lidar data by inputting them into a 
three-layer neural network. Experimental results show that 
the trained network improved the robot localization 
performance and its position accurate is within 6cm with good 
real time response. 
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I.  INTRODUCTION  
Localization is a key problem in mobile robot research. 

In recent years, the application of indoor mobile robots has 
become more and more extensive, and many experts and 
scholars have also proposed different solutions to the 
problem of indoor mobile robot localization [1,2,3,4]. Based 
on Radio Frequency Identification (RFID) technology [5] or 
other external sensors are commonly used for localization, 
they can achieve a decimeter order location accuracy [6].  
However, these methods need to change the indoor 
environment, and when external sensors fail, the 
localization accuracy will be greatly reduced. Another 
mainstream method is to use probabilistic model [7] to fuse 
multi-sensor information to complete the localization, this 
approach usually requires expensive sensors and a lot of 
computing resources, and the localization accuracy is 
dependent on the accuracy of the initial position. 

Neural networks are widely used in data fusion, we 
consider applying it to sensor data fusion to improve 
localization accuracy. Odometry data and lidar data are used 
as input features of the 3-layer nonlinear neural network. 
Through the neural network self-learning and adaptive 
abilities, the trained network is deployed to the mobile robot 
for testing, by changing the location of the obstacles in the 
original environment. Experimental results show that the 
three-layer neural network can provide accurate localization 
data in real-time. 

II. CALCULATE ODOMETRY INFORMATION 
Dead Reckoning (DR) is one of the elementary methods 

for mobile robot localization. Its principle is that the robot 
moving slowly in a high speed sampling period is regarded 
as a straight line movement with unchanged direction.   

Here we consider a two-wheel differential chassis 
mobile robot platform. The rotation speeds of the left and 

right wheels are measured and denoted by . The 
conversion of rotation speed to line-speed is: 

 (1) 

where  is the wheel radius of robot,  is the rotation speed 
feedbacking from the encoder. 

Motion diagram of adjacent sampling periods is shown 
in Fig. 1. It is assumed that the robot moves linearly in 
adjacent sampling periods, then the speed of the robot is: 

 (2) 

 
Figure 1.     Motion changes in adjacent segments 

where  is the distance between the two wheels of the robot. 
Point  is the rotation center of the robot at adjacent 
moments.  is the angle between the axis of the robot 
wheels at the current moment and that at the previous 
moment.  is the angle at which the robot moves around 
the center  at adjacent moments. It can be seen from the 
geometry that .   is the distance that right wheel 
covers more than the left, and .  is one 
sampling period.  is the distance traveled by the robot 
during the sampling period.  is the angle between the x-
axis and the robot center point at adjacent moments.  

It is assumed that the robot's direction does not change 
during adjacent sampling periods, so: 

 (3)

. (4) 

Substitute the formula (2) into formula (3), we can obtain 

 (5) 
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The angular velocity of the robot moving around the 
center is: 

 (6) 

Substitute the formula (5) into formula (6): 

 (7) 

 (8) 
Substitute the formula (1) and (7) into formula (6): 

 (9) 

The distance that robot moves within the sampling 
period is , decompose  into the x and y axes of the 
world coordinate system to complete the odometry 
solution: 

 (10) 

 (11) 
Together with formula  (5) (9) (10) and  (11), get 

the final odometry solution expression: 

 (12) 

 (13) 

where . 
It can be seen from the formula (12) and (13) that derive 

odometry data by encoder data requires knowing the initial 
position of the robot, and there will be cumulative errors 
over time. Therefore, it is necessary to fuse the lidar data to 
reduce the error, and through the self-learning ability of 
neural network to reduce the impact of odometry error on 
localization. 

III. NEURAL NETWORK MODEL 

A. Structure of the Three-layer Network  
For a nonlinear neural network, the more hidden layers 

and the number of neurons in each layer, the better the 
network model performs, but more layers of the network 
means increased training time[8], and is inefficient in actual 
work. If the number of hidden layers is small, the analytical 
ability of neural network will be insufficient[9]. Due to the 
high dimension of the input features, and the output layer 
has only two dimensions. Therefore, we design a three-layer 
neural network where the number of neurons in the next 
layer is less than that in the previous layer, so as to achieve 
the effect of dimensionality reduction.  

According to the error in training and that on the test 
data set, we gradually reduce the number of hidden layers 
and neurons. Finally, we find that using a 3-layer neural 
network is enough to achieve a better localization accuracy. 
The final designed network structure is shown in Fig. 2. 

In Fig. 2,   is the odometry data which can be 
obtained from the formula (12) and (13).  

 is the ranging data obtained from the single-line laser. 
 is the -th neuron in -th layer.  are the output 

which are the localization result. 

 
Figure 2.     Neural network structure 

The input data includes odometry data and 360 ranging 
data of single-line laser, a total of 362 feature data. The 
number of neurons in the first hidden layer is 100, after the 
first layer of dimensionality reduction, obtaining 100 new 
feature data. We use Rectified Linear Unit (ReLU) as the 
activation function, which performing a nonlinear 
transformation on the data. After ReLU nonlinearity, the 
100 data are used as the input of the second layer, the role 
of the second layer is similar to the first layer to complete 
the dimensionality reduction of the data. Input the 
nonlinearized data of the second layer to the third layer 
network and output the localization result after linear 
adjustment. 

Define the loss function as the squared loss, then the 
expression error of the data of the evaluation sample is: 

 (14) 
where  is the position predicting by the neural 
network,  is the i-th set of position data in the 
training sample. In our experiment, we collect 4746 pairs 
of training data, so . 

B. Maximum Error Iterative Training 
We collect 4746 pairs of training data samples and 1200 

pairs of test samples from the actual environment. To 
compare the localization accuracy, a UWB device was 
arranged in the experimental area in Fig. 3 to collect the 
actual position of the robot, at the same time, this data is 
used as the true value of neural network training. In order 
to solve the problem of small average error and large 
variance of fixed parameter trained network, adopting the 
maximum error iterative training method. 

The maximum error iteration method is, each new 
training process inherits the network structure obtained 
from the previous training, and the adjusted parameters are 
substituted into the new training process. At the beginning, 
set the learning rate ( ) as 0.01, weight decay ( ) as 0.01. 
When localization error of the training data are relatively 
uniform, that is, the error variance is small and the average 
value may be large. Adjust  to 0.5 times the initial value 
and continue training. At this time, all data localization 
errors decrease synchronously, and the mean and variance 

67



of localization errors decrease. When the error gradually 
converges to a fixed value, adjust  to 0.5 times of the 
initial value and adjust  to 0.25 times of the initial value, 
and continue training. The variance and mean of the 
localization error are further reduced, but when the overall 
errors converge to a constant value. By analyzing the error, 
we find that only a few data localization errors are large. At 
this point, set convergence condition to the data with a large 
error, and adjust  to 0.25 times the initial value, maintain 

 to 0.25 times of the initial value in the previous step. 
After the training, the errors of the previous data with large 
localization errors are significantly reduced, and the 
variance and mean of the localization errors of the overall 
data are also decreasing. Finally, adjust  and  to 0.01 
times of their initial values. After the retraining, the 
localization errors converge to ±9cm, and the variance of 
the errors are smaller. The pseudocode for this algorithm is 
shown in Algorithm 1. 

Algorithm 1 Maximum error iteration training
Each new training process inherits the network structu-
re obtained from the previous training 
1:  Set 
2:  if  and then
3:        is the set of , the  can be obs-

erved from the training process 
4:      ,
5:          if  then
6:                 
7:                  if  then 
8:                      Compare the ,find localization er-
    rors of some data are bigger, set these data as the con-
    vergence condition 
9                      
10:                         if then 
11:                             
12:                                 if  then 
13:                                     Finish training 
14:                                 end if
15:                         end if 
16:                 end if 
17:        end if 
18: end if 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 
In order to verify the approach proposed in this paper, 

we improve the Turtlebot robot by adding a STM32 circuit 
board as the lower computer and installing a single-line 
laser, and use the improved robot as the experimental 
platform. The lower computer collects the signal of the 
encoders. The upper computer model is Inter NUC8I5BEK, 
see Table  for specific parameter configuration. The data 
collected by the lower computer is sent to the upper 
computer through serial communication, at the same time, 
the upper computer receives the signal from the lidar, all 
data are processed on the upper computer. 

TABLE 1          UPPER COMPUTER 

Inter NUC8I5BEK 

CPU  I5-8259U 

RAM  DDR4-2440Hz/4G 

Hard disk SSD/240G 

A. Indoor Environmental Testing 

 
Figure 3.     Experimental area 

The most commonly used localization method in robot 
localization is the probabilistic localization method based 
on particle filtering. Deploy the open sourced algorithm 
Adaptive Monte Carlo Localization (AMCL) based on 
particle filtering in ROS on the mobile robot platform. 

Put the deployed experimental platform with AMCL 
algorithm and proposed algorithm into the 8m×6m 
environment shown in Fig. 3, randomly set target points for 
localization testing in the environment. Collect the neural 
network localization results AMCL localization result and 
UWB localization data for comparison. The three-layer 
neural network can complete the movement process 
smoothly. Figures 4 shows the comparison of AMCL and 
the proposed algorithm in terms of localization accuracy. 

 
Figure 4.     Experiment area test data 

From Fig. 4, we can see that proposed algorithms is 
better than AMCL in all aspect, which proves that proposed 
algorithms works better than classical probabilistic 
localization method. 
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B. Comparison of Localization Performance in Changed 
Environment 
Change the position of obstacles in the test area for 

testing again, and the test result show in Fig 5 and Fig 6. 
It can be seen from experiments and Fig 5 Fig 6 that 

the mean value of the linear localization error in this paper 
is 5.23cm, while the average linear localization error of 
AMCL is 18.46cm. In [10] mentioned that the WIFI 
localization algorithm based on GAN has an average linear 
localization error of about 29cm. The improved Monte 
Carlo localization error in [11] is 21.6cm, the localization 
accuracy of this paper improves obviously. In terms of 
localization speed, the proposed algorithm in this paper 
completes the localization process in 18.6ms, compared 
with 30ms in [10] and 768.2ms of AMCL, the speed is 
improved greatly. In addition, the localization error 
variance of this paper is 2.38cm2, and its stability is better 
than that of AMCL (20.58cm2) and that in [10] (0.09m2). 
The experiment results show that the proposed algorithm 
has better stability, higher localization accuracy, faster 
localization speed, and better performance in all aspects. 

 
Figure 5.     Comparison between the method proposed  and AMCL 

algorithm 

 
Figure 6.     Movement track comparison 

V. CONCLUSION  
Applying neural network fusion sensors for localization 

improves the stability of the mobile robot system. At the 
same time, the self-learning of the neural network can 
handle the disturbance of the sensor and the external 
environment, improve the anti-interference ability of 
localization, and provide localization accuracy higher than 
the general probability localization method. For the 
localization in different indoor environments, there are still 
some shortcomings in the proposed algorithm. When put 
the robot platform into a different environment to test the 
neural network, we find that there is a large error in one of 
the x and y directions, and a small error in the other 
direction. Combining more sensors and applying a more 
complex neural network structure to adapt to different 
indoor environments is the direction of further research. 
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