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Abstract—In this paper, we propose a novel algorithm for 
action recognition. The contribution of our work is three-
fold. First, modified Weber local descriptor (IWLD) is 
proposed to capture the form cues of the action video 
sequences. Through introducing novel Weber magnitude 
and orientation components, our proposed IWLD can 
represent local patterns more effectively and accurately than 
existing Weber local descriptor (WLD). Second, to describe 
the form feature, histogram of improved Weber orientation 
Magnitude (HIOWM) is constructed. Considering motion 
and context cues also have discriminative power, we further 
propose a scheme that fuses HIOWM with motion and 
context cues to generate motion context HIOWM 
(MCHIOWM) descriptor to represent action video 
sequences. Third, for the sake of the more discriminative 
feature, we adopt sparse coding method to further refine the 
selected MCHIOWM. We present experiments to validate 
that the proposed framework obtains the competitive 
performance compared with the state-of-the-art methods. 

Keywords-action recognition; sparse coding; weber 
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I.  INTRODUCTION 

As one of the hot research areas in machine learning, 

action recognition based on computer vision has been 

generally used in some aspects. Because of the large 

changes in action types, such as different posture and 

body size in video data, action recognition remains a 

challenging problem. While salient low-level features 

have become one of the key issues for reports in both 

image processing [1] and pattern recognition [2]-[3]. For 

instance recently, Weber’s law reveal a fact: human  

perception  of  one  target  depends  on  not  only  the 

variation of a stimulus but also the  original  intensity  of  

the  stimulus, the  Weber Local Descriptor (WLD) can be 

used to represent the characteristics of the local area [4] 

and has been applied in object  recognition region [5]. 

To achieve a robust detection and recognition for 

human behavior, two issues include robust actions 

representation and actions classification should be 

addressed. Many representation methods have recently 

been proposed, the most representative methods can be 

divided into two categories: holistic feature and local 

feature. Local feature representation methods mainly rely 

on the spatiotemporal interest points [6]-[7]. In [8], 

Savarse et al. designed spatiotemporal correlogram, which 

can make flexible long-range temporal information 

change into the spatiotemporal motion pattern. 

Hierarchically considering spatiotemporal relationship of 

feature, Ryoo et al. [9] proposed to use a novel matching 

algorithm to measure the similarity between different 

local features.  

In addition, In [10], Ding et al. presented a hierarchical 

method for action representation more accurately. At low 

level, for the interest point, a novel feature descriptor is 

constructed to capture spatial information about 

continuous motion segments. And at high level, to 

incorporate spatial and temporal information, a kind of 

continuous motion feature descriptor is depicted. 

In our paper, we propose a novel feature extraction 

descriptor for human action representation and a new 

sparse model for performing action classification 

effectively by using this novel holistic descriptor. The 

remainder of this paper is as follows. Section 2 introduces 

our proposed algorithm. Section 3 demonstrates our 

experimental results. Section 4give the conclusion of this 

paper. 

II. OUR PROPOSED METHODS 

We first describe improved Weber local descriptor and 

then by utilizing this improved WLD; histogram of 

improved Weber orientation (HIWO) is computed. 

Secondly, based on HIWO, the MCHIWO descriptor 

combining HIWO with motion and context cues is 

presented for action representation. At last, we adapt 

sparse coding to reduce feature dimension of low-level 

descriptors. 

A. Modified Weber local descriptor 
Weber Local Descriptor (WLD) describes one 

phenomenon: only if the ratio of the change of a stimulus 

to original stimulus is large enough, any change can be 

watched. Original descriptor was described as [4]: 
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where xc denotes the center pixel of xi, where each 

element was sampled from x0 to xp-1 (p is the 

neighborhood size). �  is a parameter adjustment factor. 

If ( )m cx�  is near zero, it usually denotes a flat area [5]. 

Weber Orientation: 
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where x1-x5 and x3-x7 represents the intensity 

difference respectively. 

However, Weber magnitude in Eq.(1) do not consider 

changing orientations for eight (xi-xc)/xc, and simply 
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regard these as values. So it can not reflect the intensity 

change accurately. Particularly, when a point is in non-flat 

area, Eq. (1) may give ( )m cx� very small value, which 

corresponds to a flat area [5].  

Therefore, we propose to modify Weber local 

descriptor (IWLD): 
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Weber Difference in y: 
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Novel Weber Magnitude: 
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Where i� denotes the angle between x and (xi-xc)/xc 
direction. By using ( )m x cx� �  and ( )m y cx� � , proposed 

Weber magnitude and orientation components can be got 

through (5) and (6). Compared to WLD, IWLD can depict 

local patterns more accurately. Eq. (5) gives a response 

value. 

B.  MCHIOWM Descriptor 
Local descriptor. Input image windows were fixed as 

size M×N. No foreground segmentation (silhouette) is 

required. Each frame descriptor is a concatenation of a 

histogram of the improved Oriented Weber Magnitude 

(HIOWM) and a histogram of the optic flow (HOF) inside 

the image window. 
η = 8 η = 16 

HIOWM:

HOF:

+

+

 
Figure 1.  Constructing HIOWM and HOF descriptor. 

HOG (histograms of oriented gradients) and HOF [11] 

[12] have achieved excellent results for many action 

recognition tasks; we propose to construct histograms for 

IWLD map of each frame which is similar to method 

described by [11]. When constructing HIOWM descriptor, 

for each block, ς, η, β are parameters. The function of the 

novel Weber magnitude is introduced to our algorithm. 

Each block is normalized independently with their L2 

norm. The blocks are typically overlapped as 0.5. Taking 

the spatial property of the local shape into account, we set 

η = 8 and η = 16 as varying resolution levels in the 

implementation. The final descriptor HIOWM for the 

image is a concatenation of two HIOWM vectors at η = 8 

and η = 16, as illustrated in Fig. 1. Other default 

parameters for our experiments are ς = 2 and β = 9, which 

showed to give best performance when cross validating on 

the training set of Weizmann. 

We employed the Lucas-Kanade algorithm [13] to get 

dense optical flow. When constructing HOF descriptor, 

we set parameters for HOF similar to that for HIOWM 

except to set last bin as zero bins [11], these pixels whose 

optical flow magnitudes are lower than a threshold are 

saved. By concatenating HIOWM and HOF, we obtain a 

novel frame descriptor Motion HIOWM (MHIOWM). 

Considering context is important cue for action 

recognition, we combine each current frame descriptor 

with previous ones as the context information. For each 

frame of them, we construct MHIOWM descriptor and 

then stack them together into a context descriptor. For 

each current frame, its MHIOWM descriptor is also 

converted into the first qf principal components by the 

same method. The extracted N-dimensional context 

descriptor is then added to N-dimensional frame 

descriptor, which constitute Motion Context HIOWM 

(MCHIOWM). In our experiment, we set the parameter L 

= 5, qc = 250 and qf = 500. As is detailed in Fig. 2. 

IWLD

Optic flow

HIOWM

HOF

Current frame

2 previous frames 2 future frames

PCA

Motion context

MCHIOWM

 

Figure 2.  Constructing MCHIOWM. 

C. KDE and Sparse coding scheme-based feature 
selection 

MCHIOWM descriptor is a high-dimensional feature 

containing some redundant features. To keep the 

efficiency of calculation, the KDE-based approach 

[14][15] is used to select the most discrimitive features. 

In order to get a discrimitive feature, the common 

Gaussian kernel density estimator [15] can be used. 

However, it lacks local adaptivity, so in order to reduce 

ambiguity and increase adaptability, K(•) is chosen to be 

an adaptive kernel, as described in [14]. 

Let X denotes MCHIOWM feature vectors, Y = 
[y1 ,y2 ,...,yN ](Y  R), where yi denotes i-th vector. Thus, 

we can get the following sparse coding problem: 

2 1

21
Z arg min

2Z R
Y DZ Z	
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Where Z = [Z1, Z2,...,ZN](Z R) and Zi denotes the sparse 

representation of vector yi . D = [d1, d2,...,dN](D R) 
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belong to a pre-trained dictionary. λis a positive 

regularization parameter (it is set to 0.069 in [16]). In 

general, we can use the LARS-lasso approach [17] to get a 

sparse Z in Eq. 7. 

Let X = [x1, x2,..., xN](X R) denote the reduced 

MCHIOWM features, then we can define the dictionary 

learning problem in the following manner: 

2 1

21 1
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2
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Where C is a convex set and U = [u1, u2,...,uN ](U  
R) , so we can get: 
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However, Eq. 9 is not convex when D and U are not 

constant value. We use online dictionary learning 

algorithm [16] to solve this problem. 

To further optimize the relatively redundant feature,  

we use the max pooling method, which outperforms the 

average pooling [18][19]. In classification stage, the SVM 

with RBF kernel approach is used. 

III. RESULTS AND DISCUSSION 

To prove the effectiveness of our proposed approach, 

we conducted experiment on two public dataset: 

Weizmann dataset [20] and KTH [20] dataset. 

A. Experiments on the Weizmann dataset 
We evaluate our algorithm on Weizmann dataset by the 

leave-one-out cross-validation method: 8 subjects are used 

to train, the others are used to test; each experiment is 

performed nine times and the final results are averaged. 

The corresponding experimental results can be shown 

in Fig. 3. As illustrated in the figure, our algorithm obtains 

the best performance.  
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Figure 3.  Confusion matrix on the Weizmann dataset. 

Fig.4 illustrates that the proposed context descriptor 

improve the performance of our framework. It can be seen 

that if a single frame descriptor (MHIOWM) is adopted, 

the recognition rate is only 93.6%. However, the 

recognition rate reduced to 96.7% when we use 5 frames 

around the current frame to generate context descriptor 

and append this context descriptor to current frame 

descriptor so as to form Motion Context HIOWM 

(MCHIOWM). It demonstrates that context information 

provides important discriminative cue for action 

recognition. 
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Figure 4.  The influence of w in the classification scheme. 

To make the comparison fair, all the features are 

combined with our proposed modified sparse framework 

for action classification. From the Table I, we can see that 

every action feature owns discriminative power for action 

recognition. The MHOWM descriptor, whose form 

feature is constructed on the WLD map, outperforms the 

traditional HOG+HOF descriptor. It turns out that the 

MCHIOWM feature, that incorporates the motion context 

information, achieves the highest recognition rate. 

TABLE I.  CONTRIBUTION OF PROPOSED FEATURES 

Action feature Accuracy (%) 
HOG+HOF 90.2 

HOWM+HOF(MHOWM) 92.0 

HIOWM+HOF (MHIOWM) 93.6 

CONTEXT+HIOWM+HOF (MCHIOWM) 96.9 

To demonstrate the robustness of our proposed 

algorithm, we make comparisons with other classifier. 

The performance is robust, as can be seen in Fig. 5. 

Experiments show that on the Weizmann dataset our 

method gains the state-of-the-art result as illustrated in 

Table II. 
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Figure 5.  The influence of w in the classification scheme. 

TABLE II.  COMPARISON WITH PREVIOUS WORK ON THE 

WEIZMANN DATASET 

Method Accuracy (%) 
Our method 96.9 

Bregonzio et al.[12] 96.7 

Junejo et al. [21] 95.33 

Ding et al. [10] 96.7 

G. Lu et al. [22] 95.6 

Chen et al. [23] 95.7 

Hou et al. [1] 96.6 

B. Experiments on the KTH dataset 
To further verify our algorithm, we also evaluated it on 

the KTH dataset. Fig. 6 shows the average confusion 
matrix.  In this figure, we can see that four action classes 
(out of six in totals) are perfectly detected. The most 
difficulty two action classes are “Jog” and “Run”. This 
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confusion happens reasonably, since they are quite similar. 
However, we cannot distinguish action classes “wave” and 
“clap”, which seems the same. 
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Figure 6.  Confusion matrix on the KTH dataset. 

Table III illustrates the comparison results on 

HOG+HOF, HWOM+HOF, and MCHIOWM descriptors. 

Each of them offers powerful discriminability. 

MCHIOWM descriptors provide a better feature 

representation. Also in Weizmann dataset, our proposed 

algorithm achieves higher recognition rate than SVM or 

SRC.  Experiments show that our sparse representation 

model obtains the competitive results, as summarized in 

Table IV. 

TABLE III.  CONTRIBUTION OF PROPOSED FEATURES 

Action feature Accuracy (%) 
HOG+HOF 88.4 

HWOM+HOF 89.2 

MCHIOWM 94.2 

TABLE IV.  COMPARISON WITH PREVIOUS WORK ON THE 
KTH DATASET  

Method Accuracy (%) 
Our method 95.20 

Bregonzio et al[12] 91.80 

Junejo et al. [21] 93.60 

Ding et al. [10] 93.3 

G. Lu et al. [22] 93.90 

Chenet al. [23] 93.36 

Hou et al. [1] 95.09 

IV. CONCLUSIONS 

This paper introduced a novel action recognition 
approach based on the MCHIOWM feature and sparse 
coding. Compared with state-of-the-arts, the proposed 
method performs the best. 
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