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Abstract—In this paper, an re-arrangeable topology of
data center networks is presented which is called HyperDC.
Combining the merits of k-dilated, k-bristled and k-ary
hypercube topology, this work introduces the definition of
HyperDC topology in the view of graph theory; Using
the mathematical induction, the properties of HyperDC is
analyzed especially the part of re-arrangeable non-blocking
property, which benefits line speed transmission of flow and
simplification of cache mechanism in data center networks.
Furthermore, the optimal embedment of many other to-
pologies into HyperDC is realized, which also benefits the
realization of a large number of parallel algorithms and
stimulations of many other topologies in HyperDC; Finally,
Compare with several different topologies, the property of
re-arrangeable non-blocking in the aspects of latency, link
complexity, switch complexity and scalability, which proves
superior features in HyperDC topology

Keywords-HyperDC, mathematical induction, labeling
strategy, data center networks, re-arrangeable topology;

I. INTRODUCTION

The available fat tree topology and other relative topolo-

gies of data center networks (DCNs) are facing with the

challenge of complicated network environment. In the

situation of rapid development of timely flow require-

ments and networked applications, DCNs have a strict

requirement for adopting the distributed switching strategy

to realize the higher parallel computing capacity. On

the one hand, due to the explosive growth of network

flow, data center networks requirethe higher bandwidth

andthroughput capacity. On the other hand, for sat-isfying

the demand of various services, DCNs need to provide

the service of ‘*-cast’, such as unicast and multi-cast. In

addition, DCNs also need to consider properties of quick

transfer of service, energy saving, excellent scalability,

fault tolerance and so on [1], [2].

As we know, the DCNs topology develops from fat

tree basically that is an indirect topology. These topolo-

gies own the multi-path non-blocking property, but prop-

erties of latency, cost, and scalability can’t satisfythe

requirement of enormous networks scale. The utilization

of so many middle switches hinders the scal-ability of the

large-scaleDCNs and the timely networked application[3].

Therefore, many researchers turn to studytopologies of

hypercube and hypermesh that are the direct connection

structures. Due to no middle switches, every switch el-

ement (SE) of the topology can carry one end terminal

(ET) or more, which can improve the utilization factor of

network equipment. Because of no redundant middle SEs,

the diameter of these topologies is smaller and the time

of transmitting the data is less [4], [5], [6], [7].

With the hardware development of the high radix

switch, per switch owns more ports under the condition

that the output port bandwidth doesn’t change [8], [9].

Under current craft circumstance of production,the switch

can have 256 even 512 ports with the bandwidth of 10G.

Extensive application of the high radix switch provides

equipment foundation for the implementation of mul-ti-

dimensional direct bristled topologies in DCNs.

The emergence of optical technologies and equip-ment

motivates the development of DCNs [10], [11]. With the

application of wavelength division multiplexing(WDM),

per fiber can transfer hundreds of light channels, which

provides the technology foundation for the realization

of hyperedge topology and its related topologies. The

development of passive star coupler(PSC) and arrayed

waveguide grating router(AWGR) brings optical SE into

reality in the optical topology. Miniaturization and micro-

miniaturization of optical transceiver and optical modula-

tor provides a method ofmutual transformation of optical

signals and electrical signals. Optical equipment not only

decrease the complication of topologies, but also reduce

the energy consumption of DCNs due to the property of

low power consumption of light.

The innovations of this paper reflect in several fol-

lowing aspects: (1) Combining the merits of the present di-

rect topologies such as k-dilated k-bristled hy-percube and

k-aryhypermesh and then modifying and improving the

original topologies to put forward a new topology called

HyperDC; (2) Transforming the HyperDC topology into

the multistage interconnection networks(MINs)topology

and proving its re-arrangeable non-blocking property by

the mathematical induction; (3) Summarizing the em-

bedment property of HyperDC and realizing the optimal

embedment of other topologies into it topology by using

the labeling strategy.

Arrange this paper using the following structure. The

secondsection, introducing two kinds of topologies that

own great properties which are k-dilated k-bristled hyper-

cube topology and k-ary hypermesh topology; The third

section, through concluding and summarizing the present

topologies, putting forward HyperDC topology and de-

scribing some relative properties about this topology; the

fourth section, takingadvantage of mathematical induction
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to innovatively prove re-arrangeable non-blockingproperty

of the HyperDC topology by transforming HyperDC topol-

ogy into MINstopology;The fifth section, analyzing the

embed-ment property of HyperDC and taking advantage

of labeling strategy to realize the optimal embedment of

other topologies into HyperDC topology; The sixth sec-

tion, comparing with many other excellent non-blocking

topologies in properties of latency, cost and scalability;

The seventh section, about the conclusion of this paper.

II. BACKGROUNDS

This sectionmainly introduces -dilated -bristled hyper-

cube topology and -aryhypermesh topology.

A. K-dilated k-bristled hypercube

Hypercube topology [11] has already been applied

widely into parallel computing system because of the

small diameter and low cost as a typical orthogonal to-

pology. Researchers have already presented an oblivious

routing algorithm to prove the non-blocking property of

hypercube. Despite having many merits of hypercube,

one SEcan only connect an ET, which can result in

large cost for large network size. Researchers have put

forward k-dilated k-bristled hypercube (DBHC) to solve

this problem.Every SE of this topology can connect k
ETs and every interconnection link should be dilated by

a factor of kconsidering the requirement of non-blocking

property.The structure of 16 ETs is shown in Fig 1 DBHC

has extended scalability and reduced hops compared to

traditional hypercube.

B. K-ary hypermesh topology

Hypermesh [10] is also an orthogonal mul-ti-

dimensional topology, but every dimension of this to-

pology has k SEs unlike hypercube that it only have 2

SEs in the same dimension. Moreover, it simplifies the

original topology and lower the complication of connec-

tions by replacing all links in the same dimension with a

hyperedge. A hyperedge can contain one communication

signal at the same time and every SE can only carry

one ET, so hypermesh topology possess no non-blocking

property. The structure of 16 ETs in shown in Fig.2.

III. HYPERDC

This section defines a new topology called Hy-

perDC based on the second section. Consider non-

blockingproperty, simplification of connection com-

plication and scalability of the same dimension, the defi-

nition of k-aryHyperDC topology is as follows.

Definition 1. Figure G = (V,E) denotes an n dimen-
sional orthogonal indirect figure, V = V (G) denotes the
collection of SEs and E = E(G)denotes the collection
of hyperedges. The integer address of everySE of figure
G can be denoted by 0, 1, · · · , |V |, |V | denotes the
number of SEs. The integer address of everySE can be
written by the format ofn dimensional k-arycoordinate:
(xn, xn−1, · · · , x1), xi = 0, 1, · · · , k−1. Per hyperedge of
figure G connects k SEs of the same dimension that per SE

Figure 1. 4-dilated 4-bristled hypercube.

Figure 2. 4-ary hypermesh.

can be denoted by k-arycoordinate which is only different
in one coordinate. Every SE of the same dimension possess
2d channels, d is between 1 and k. The 2d channels should
connect the d different SEs in this dimension, in other
words, per 2 channels of per one SE of this dimension
can connect another SEs. As shown in Fig.3 and Fig.4.

From the view of definition 1, we can get some re-

sults. When d = 1, per SE can only carry 2 channel and

the 2 channels can only communicate with k SEs of the

same dimension simultaneously. The result corre-sponds

to the definition about 2-dualhypermesh in the paper of

Szymanski[14]. Whend = k, per SE possesses 2k channels

and these channels can communicate with k SEs of the

same dimension simultaneously. So it owns 2k2 channels

when k SEs communicate with each other. According to

the above definition, we can conclude some properties of
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2-dilated d-way k-ary bristled HyperDC.

Property 1. HyperDC topology has kn SEs and per SE
can carry d ETs, so this topology sums up dkn ETs.

Property 2. The hyperedge of this topology can connect
k SEs in the same dimension and have kn−1 hyperedges,
so n-dimensional HyperDC topology sums up nkn−1

hyperedge.

Property 3. Because every SE possesses 2d channels in
one dimension and every channel is of full duplex, the
topology owns dnkn channels.

Property 4. Diameter of the topology is n.

Property 5. Only consider the structure of topology not
the physical realization and don’t compute the num-ber of
links between every ET and SE, the degree of per SE is
2dn.

Property 6. From the point of k-ary, the distance of any
two SEs of HyperDC topology equals to their hamming
distance.

Property 7. According to the definition and graph the-
ory, n-dimensional HyperDC can be denoted by k(n −
1)-dimensional HyperDC recursively, in an-other word,
k(n − 1)-dimensional HyperDC can be connected by a
hyperedge.

Property 8. Divided by the different dimension, n-
dimensional HyperDC can be divided into k(n − 1)-
dimensional HyperDC with n possibilities. Moreover,
k(n−1)-dimensional HyperDC every kind of division are
symmetrical.

For example, as Fig.3 and Fig.4, HyperDC topology

has 16 switch elements, 64 ETs, 8 hyperedges and 128

channels. The degree of every switch element in the fig-

ure is 16, maximum hamming distance of any two nodes

is 2 and the topology consists 4 1-dimensional HyperDC.

Figure 3. 2-dilated 4-way 4-ary bristled HyperDC.

Figure 4. A unit in the HyperDC.

IV. ANALYSIS OF REARRANGEABILITY

Because the rearrangeability property of MINs have

been studied extensively, in this paper we transformHy-

perDC topology into MINstopology and analyze the rear-

rangeability property of MINstopology to understand it of

HyperDC topology. Referring to the method of Choi [10],

the steps are as follows.

(1) According to the number of dimensions of HyperDC

topology,make n copies ofSEs of HyperDC topology and

arrange every copy as every stage of MIN-stopology. SEs

of every stage of MINs topology are du-plicated as input

SEand output SE.

(2) According to connection type of HyperDC topology

in every dimension, combine output SE of stage i+1 and

input SE of stage i of MINstopology, i = 1, 2, · · · , n −
1, and then connect every SE succes-sively. Define the

formed n-stage MINstopology into Gn,1.

(3) Define the output SE of stage 1into axis of symmetry

and make mirror graph of the Gn. Every ET of HyperDC

topology can denote two channels in every dimensionby

this. Define the mirror graph into Gn,2.

Fig.3 and Fig.4 can be transformed into MINs to-pology

by the above 3 steps, as shown in Fig.5. The following

work is to prove the rearrangeability of the transformed

MINstopology, in other words, to prove the rearrange-

ability of the original HyperDCto-pology.According to

the recursion property 7 and sym-metry property 8, we

prove the rearrangeability property by the mathematical

induction as follows.

Proof: According to the definition of HyperDC, per

SE have 2d channels and every terminal can communicate

with the other ETs in the same dimension by 2 channels

of every dimension of n. So the whole topology has dkn

ETs and we can divide 1-permutation of dkn ETs into d-

permutation of kn SEs, label as p0, p1, · · · , pi, · · · , pd−1,

correspondingly.

(1) When n = 1, with the above transformed steps, the

corresponding 1-dimensionalHyperDC should be trans-

formed into MINstopology, as shown in the Fig.6. In

the Fig.6 every SE j is labeled correspondingly as

0, 1, · · · , k − 1. We can adopt the following method

of routing. For any permutation pi, the input SE j can

route to any middle SE Mm, m is between 0 and k − 1,

than it has d possibilities. Then, the middle SE gets to
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Figure 5. Transformed 2n MINs topology.

the output SE by the corresponding link of Gn,2, that

it has d possibilities. In the process, connection roads

of any SE j of any permutation pi are non-blocking.

Thus, the transformed 2 MINstopology is re-arrangeable,

in other words, 1-dimensional HyperDC of k SEs is d-

re-arrangeable and 1-dimensional Hy-perDC of dk ETs is

1-re-arrangeable, called rearrange-ability for short.

Figure 6. Transformed 2 MINs topology.

(2) The next work is to prove the d-rearrangeability

of (n + 1)-dimensional HyperDC of kn+1 SEs, in other

words, (n + 1)-dimensional HyperDC of dkn+1 ETs is

re-arrangeable. Firstly, assume that n-dimensional Hy-

perDC of kn SEs is d-re-arrangeable, n ≥ 1, so

the corresponding2n-stage MINstopology is also d-re-

arrangeable. According to the recursion property 7 of Hy-

perDC, (n+1)-dimensionalHyperDC of kn+1 ETs should

be transformed into the corresponding 2(n+1)-stage MINs

topology to ana-lyze it easier. In other words, 2n-stage

MINstopology should be added with two dimensions as

shown in the Fig.5. In the figure, every input SEj can

be labeled as 0, 1, . . . , kn+1 − 1. We can adopt the

following method of routing. For any per-mutation pi,
the input SE j in the stage 0 can route to any middle

2n-stage MINstopology. Then, the any middle 2n-stage

MINstopology can route to the output SE of (2n + 1)-
stageMINs topology. In this process, every input SEj can

reach to any a middle 2n-stage MINstopology that has d
possibilities and every middle 2n-stage MINstopology is

d-re-arrangeable. From this, 2(n+1)-stage MIN-stopology

can be d-re-arrangeable. In other words, n-dimensional

HyperDC of kn SEs is d-re-arrangeable, so (n + 1)-
dimensional of Hy-perDC of dkn+1 ETs is re-arrangeable.

So the result has already been proved strongly.

Through the above statement, we can know that every

SE can choose d kind of permutations, so every SE can

carry d ETs that can make it non-blocking. When d = k,

the scale of topology is the largest and equal to kn+1. The

number of SEs shouldn’t be restricted into the power of 2

or the integer multiple of 2 like the request in the paper of

Szymanski in the pro-cess of statement and can achieve

any value, which lower the restrictions of SEs of data

center network and make convenience for the expansions

of large data center networks topology.

V. ANALYSIS OF EMBEDMENT OF THE TOPOLOGIES

The embedment property of topology refers that

the nodes and edges of guest graph G(V1, E1)are

mapped one-to-one to the nodes and edges of host graph

H(V2, E2) by the function b and d, as (1) b (u) → v,

u ∈ V1, v ∈ V2; (2) d(u1, u2) → (b(u1), b(u2)),
(u1, u2) ∈ E1, (b(u1), b(u2)) ∈ E2. Considering the

embedment property of topology, the two main reasons

are that: (1) Realize the algorithm of guest graph in

host graph topology per-fectly. (2) Great characters of

host graph can optimize the algorithm embedded guest

graph. Four characters of load, congestion, dilation and

expansion can evaluate whether the function of topology is

good or not. Load refers to the number of nodes that guest

graph is embed-ded into host graph. Congestion refers to

the number of edges that guest graph is embedded into

host graph. Di-lation refers to the largest length that guest

graph is em-bedded into host graph. Expansion refers to

the rate of nodes that guest graph is embedded into host

graph. Szymanskiproved that in the 2n hyper-cube the

guest graph with the condition of dilation k, congestion C
and load L can be embedded perfectly with the condition

of dilation ≤ k, congestion Clog2N/logdN and load L.

Kim[16] put forward a kind of labeling strategy to make

the n-dimensional (n ≥ 2) mesh skeleton be embedded

optimally into 2-dimensional hypermesh and finally

generalize to n-dimensional hypermesh and not square

hypermesh by the theory statement. Because HyperDC

topology replaces one-to-one edge with a hyperedge and

every SE can carry d ETs, the original definition of

topology embedment doesn’t correspond to the condition

158



of the embedment of Hy-perDC topology and we

should expand the new concept of topology definition.

New definition is that nodes and edges of guest graph

G(V1, E1)can be mapped into corresponding nodes and

edges of host graph H(V2, E2)by the function bandd. In

other words,(1)b(u) → v,u ∈ V1,v ∈ V2;(2)d(u1, u2) →
(b(u1), b(u2)),(u1, u2) ∈ E1, (b(u1), b(u2)) ∈ E2. The

embedment of nodes and edges is not one-to-one and the

k guest graph G can be em-bedded into the same position

of host graph H at most, including the many-to-one

mapping of nodes and edge. Consider the labeling

strategy and realize the em-bedment of guest graph into

HyperDC topology. Assum-ing the embedment of guest

graph of M nodes into q-dimensional HyperDC topology

of N q SEs and demanding N is the integer mul-tiple of

M , we should demand that the amount of edges of guest

graph is the integer multiple of q. Be-cause every switch

element can carry d ETs in Hy-perDC, q-dimensional

HyperDC of N qSEssums up dNqnodes. Ac-cording to

the relationship of the number of nodes, daN q−1 guest

graphs can be embedded into HyperDC optimally, labeled
asG0,0, G0,1, . . . , G0,d−1, G1,0,G1,1, . . . , G1,d−1, . . . , Gaf−1,0 , Gaf−1,1, . . . , Gaf−1,d−1,f =

Nq−1,respectively. The steps of embedment are as follows.

Figure 7. Guest treegraph.

(1) Label nodes of Gi,j as 0, 1, · · · ,M − 1,i =
0, 1, · · · , aq − 1,j = 0, 1, · · · , d− 1 randomly;

(2) Label edge of Gi,j as 0, 1, · · · , q − 1 averagely,

in other word the number of every labeled edge is equal;

(3) Have the per coordinate of k-ary coordinate of

HyperDC mod M and then label them;

(4) Put 0-labeled node of Gi,j into the any position

labeled 0 of HyperDC. The Gi,j should be assigned into

the same position labeled 0 when i is same in Gi,j ;

(5) Assign the another 1, 2, · · · ,M − 1 nodes into the

relative position combining the labeled dimen-sion of edge

and the next node follows the former node as a benchmark.

So far, we complete the embedment of daNq−1 guest

graphs of M node into Hy-perDC perfectly.

We consider guest graph as complete binary tree of 7

nodes and host graph as HyperDC of 196 nodes and realize

the result of embedment of G0,j , j = 0, 1, · · · , d − 1,

as shown in the Fig.7. Through the above process of em-

bedment, the number of realizing guest graph embedded

into host graph is 196d and the number of edges is 168d.

After being embedded, the length of every edge is 1 and

the embedment rate of node is 1 to realize the optimal

Figure 8. Embedment of guest graph into HyperDC.

index of load, congestion, dilation and expansion. This

method belongs to optimal embedment.

VI. COMPARISON OF PROPERTIES

To evaluate the performance of HyperDC topology, we

take into consideration properties oflatency, link com-

plexity, switch complexity and scalability compared to

other non-blocking topologies. The non-blockingproperty

of Benes topologyas a kind of MINshas already been

proved.According to the section 2.1, we can know that

DBHC owns the non-blocking property.Thamarakuzhiput

forward 2-dilatedflattened butterfly (2DFB) topology

based on flattened butterfly topology and stated a kind of

conflict-free static routing schedule for its non-blocking

property. Szymanski proved indirectly the non-blocking

property of 2-dilated hypermesh (2DHM) in his paper. By

comparing the Hy-perDC with several excellent topolo-

gies, the paper proves that HyperDC topology own out-

standing topology performances.

A. Latency

Latency property of topologies depends on diameter

of topology. We set the number of ETs included in the

all topologies as N and one SE can carry k ETs in

DBHC, 2DFB and HyperDC topology. Thinking about

Benes topology, as a kind of MINs topology, it needs a

large amount of middle stage for transmitting the data.

Benes topology: 2log2(N)− 2
DBHC topology: log2(N/k)
2DFB topology: logk(N/k)
2DHM topology: logk(N)
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HyperDC topology: logk(N/k)
The diameter comparison is depicted in Fig.8. As we

can know from this figure, Benes topology has the largest

network diameter, 2DFB topology and HyperDC topology

has the smallest diameter compared to other topologies.

Figure 9. Relationship between latency and N.

Figure 10. Relationship between link complexity and N.

B. Link complexity

Link complexity is defined as the total number of

links.Link complexity measures the link cost and opera-

tional expense.The cost of a topology depends mainly

on link complexity. With the same number of SEs, we

have compared link complexity of the above five network

topologies as shown in Fig.9. As we can observe, due to

the use of bus lines, 2DHM topology and HyperDC topol-

ogy owns the smallest link complexity when compared to

the left topologies.

C. Switch Complexity

Switch complexity is defined as the total number of

switch.It can measure the cost of network topology com-

bining with link complexity. The switch complexity com-

parison is shown below.

Benes topology: N(2log2N − 1)/2
DBHC topology: N/k
2DFB topology: N/k
2DHM topology: N
HyperDC topology: N/k
As we can know from the above formulas, DBHC

topology, 2DFB topology and HyperDC topology pos-sess

the same number of switches, which is less than Benes

topology and 2DHM topology.

VII. SCALABILITY

Scalability property can measure the key index of

carrying the number of ETs in the condition of the same

dimension of topology, which signifies that a topology can

support the bigger scale of servers in condition of same

latency property. The excellent scalability property can be

beneficial for building the large-scale data center networks

and don’t affect the other properties. According to the

above parameter request and the scalability comparison is

shown in Fig.10. We can observe from this picture, 2DFB

topology and HyperDC topology has perfect scalability

property compared to the other topologies. In conclusion,

considering about the aspects of la-tency, link complexity,

switch complexity and scalability, HyperDC topology have

huge advantages compared to other topologies which have

better properties. It can sat-isfy the development demand

of the large data center networks in future.

Figure 11. Relationship between scalability of n.

VIII. CONCLUSION

The paper synthesizes the advantages of the former

direct topologies and removes the disadvantage and put

forwards the HyperDC topology creatively. The topology

is based on the hyperedge network topology and every

switch element can carry several ETs to increase the

scale of topology. HyperDC topology possesses the re-

arrangeable non-blocking property by doubling the num-

ber of channels, which is beneficial for linear trans-mission
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of the flow and simplification of cache in data center

networks and increase the speed of reaction. The paper

takes advantage of mathematical induction to prove the re-

arrangeability non-blockingof HyperDC to-pology innova-

tively by transforming the direct topology into the indirect

topology. By the analysis of the relative theory, the paper

explains the embedment of HyperDC, which provides the

conditions for realization of numer-ous parallel algorithms

in HyperDC topology. These are all that we study now and

the next work is that combin-ing the requirement of load

balance of data center net-works topology and the flow

control method of the flowlet for further optimizing the

properties of HyperDC topology.
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