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Abstract—In this paper, a parallel algorithm of path 

planning for DEM terrain data is proposed. First of

all, the raster grid DEM data are transformed into 

the network structure of graph theory based on the 

domain model in order to apply to the classical 

Dijkstra shortest path algorithm. Then, for the 

processing of large-scale network, a parallel 

algorithm of Dijkstra serial algorithm is 

implemented by MapReduce programming model. 

The experimental results show that our algorithm 

can archive a better efficiency in the execution time.

Keywords-

Dijstra;DEM;MapReuce;Parallelization

I. INTRODUCTION

As a classic problem of graph theory, the 
shortest path problem has always been a research 
hotspot in operations research, computer science, 
terrain information science, transportation and 
other fields. Dijstra algorithm is a classical 
algorithm for solving single source shortest path 
problems. The development of modern mapping 
technology makes the delineation of geographical 
data more and more accurate, which makes the 
calculation time of the shortest path method based 
on three-dimensional terrain data, DEM data, is 
getting longer and longer. The parallel computing 
method has been used to solve the shortest path 
planning [1-2].

The shortest path on the terrain has two 
parallel types: data parallelization and task 
parallelization. Because of the high correlation 
with the internal of the Dijkstra algorithm, the 
data parallelization strategy is mainly adopted to 
improve the computation efficiency. MapReudce 
proposed by Google Corp. [3-4, 9], is adopted 

commonly as a parallel programming model of 
special structure for the parallel operation of 
massive data sets. Therefore, a parallel algorithm 
of shortest path on the DEM terrain data is design 
and implemented based on MapReduce mode. 
First this paper adopts the MapReduce to 
transform the three-dimensional DEM terrain 
data into the network from graph theory. Then, 
under the Hadoop cloud platform, the 
MapReduce programming model was used to 
design parallel Dijstra algorithm.

II. NETWORK TRANSFORMATION BASED ON 

RSG GRID DEM

A. The domain model of a regular grid

Definition: a network (weighting diagram) D 
can be defined as an even pair D= (V,E,W); 
Where, V is a set of non-empty vertices, and the 
fixed point number is N=|V|; E is the set of edges 
of V*V; W is the right of the side, which can 
represent the distance, time and cost between two 
points. 

Figure1. an example of a network

There is an adjacency relationship in the rules 
grid DEM data, which can be used to form the 
relevant network (weighted graph) through 
domain patterns. According to the domain pattern, 
the node of grid DEM data is abstracted as the 
vertex in the network and the adjacent relation 
between the cell points is abstract as the arc in the 
network. The weight of each arc is calculated 
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according to the adjacent relation. There are 4, 8 
and 16 neighborhood modes, as shown in figure 
2.

a)              b)                  c)

Figure2. three neighborhood modes :a) 4 neighborhood 

mode; b) 8 neighborhood mode; c) 16 neighborhood 

mode.

B. Implementation of the conversion from RSG 
DEM grid to directed network

Generally speaking, the advantage of 
adopting an 8-neighborhood mode can not only 
reduce the complexity of problem and 
performance of computation but also guarantee 
the required accuracy. Therefore, we adopt the 8-
neighborhood mode to realize the transformation 
between the RSG DEM to the network. The 
transformation process is given as follows.
� A grid cell in the RSG DEM data is 

abstracted into a vertex in the directed 
network, and the vertex set is S={v0, v1, ..., 
vn}.

� Take the cell Vi in the set S according to the 
8-neighborhood mode, the adjacency relation 
between Vi and its adjacent vertex is 
abstracted as an arc. If the adjacency vertex 
of the Vi exists, the weight value of the 
corresponding arc is calculated by means of 
the formula (3) and saved. If the adjacency 
vertex of the Vi does not exist, the weight 
value o is not preserved or set to ∞.

� let S=S - Vi, if the set S is empty, then end 
transformation procedure; Otherwise, return 
the step (2).

III. TERRAIN PATH SHORTEST PATH 

ALGORITHM

A. Dijkstra algorithm thought

This paper focuses on the shortest path 
problem of single source point of grid DEM data. 
By the network N and the starting point, the 

shortest path is solved from the starting point v to 
the network. Dijkstra algorithm [5] was proposed 
by Dijkstra in 1956. Dijkstra algorithm can find 
the shortest path between source points and nodes 
at the minimum cost of a graph with no negative 
weighted values [6]. The idea of serial Dijkstra 
algorithm is as follows.
� The nodes in the weighting diagram are 

divided into three types: unmarked nodes, 
temporary mark nodes and permanent marker
nodes. First, the source point is initialized to 
a permanent node, and all other nodes are 
initialized to unmarked nodes.

� In the first search, the nodes adjacent to the 
permanent node are marked as temporary 
nodes.

� The node with the minimum weight value of 
the source point is searched from the 
temporary mark node list. Mark it as a 
permanent node and mark the node adjacent 
to the node as a temporary node and calculate 
its weight value.

� Until the linked list of the corresponding 
target node or temporary mark node is found 
to be empty, the algorithm ends.

The searching process of a shortest path 
according to Dijkstra (assuming that the source 
point is ��� ) is shown in figure 3 when the 
network in figure 1 as an example.

Figure3. the searching process of a shortest path

B. Breadth-First Search

Breadth First Search (BFS) [7-8] is one of the 
connected graph search strategy. For a vertex, 
first of all, the vertex is visited. Second, all non- 
access adjacency vertices from the vertex are 
found and accessed. And then, the adjacent nodes 
of these points are assessed in turn until all 
vertices are visited. Time complexity of BFS is 
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O(|V|+|E|).
Similarly, for the network in figure 1, the 

order in which the vertices are accessed according 
to breadth first is (assuming that the source point 
is ��� and the weighted value is 1) as follows.
��� → ��� → ��� → ��� → ��� → ��� → ���

→ ��� → ���

IV. MAPREDUCE DESIGN AND 

IMPLEMENTATION OF DIJSTRA ALGORITHM

A. MapReduce Parallel programming model

Based on MapReduce, a complete graph 
structure is usually decomposed into several local 
substructures for parallel processing of each 
substructure. In the map phase, the adjacent 
points are generated <key,value> key value pairs, 
and after shuffle and sort, update node 
information in the reduce phase. The graph 
algorithm is usually an iterative process, which 
takes the output of the previous step as the next 
input, and is controlled by the extra driver.

In the shortest path algorithm based on 
network, Dijkstra algorithm is essentially a 
single-source serial algorithm. The core of the 
algorithm is to use the queue to save the global 
information weight value of the source point to 
other nodes. Each iteration is to find the node with 
the smallest weight value in the queue and update 
its value to the source point. For MapReduce, 
global sharing information is difficult to achieve. 
In this paper, the Dijstra algorithm based on 
breadth first search is proposed to solve the 
shortest path problem. The parallelization of 
Dijkstra algorithm based on MapReduce 
framework is as follows:
� In the map phase, read the input file in 

HDFS;If the value of the node distance is not 
MAX_VALUE, then the adjacency node of 
the node is traversed. the ID, weight, and ID 
of the adjacent node are output .the parent 
node and the vertex is set to the ID of the 
parent node of the adjacent contact.

� In the shuffle stage, the value part of the map 
result data with the same key value will be 

aggregated locally to reduce the network 
transmission and speed up the calculation.

� In the reduce stage, for the same ID, the 
weight value and the parent node ID should 
be updated if the weight is higher than the 
current weight value.

� If the distance of all nodes is not updated, the 
shortest path is gained. Otherwise, repeat the 
above step.

B. Data Storage

The data storage representation of the graph is 
generally two types: adjacency matrix and 
adjacency list. Among them, the adjacency matrix 
storage data is fast, but the storage space is large, 
so it is suitable for the storage of small data. For 
terrain data such a large amount of data, the 
adjacency list storage method is generally 
adopted. Using the MapReduce calculation model 
to implement Dijkstra algorithm to solve the 
shortest path, the adjacency list storage method 
used is shown in table 1.

TABLE I. THE ADJACENCY LIST STRUCTURE OF THE

NETWORK

Nod

eID

Dista

nce

(AdjacentNode,Weight) Parent

Node

��� 0 (���, 5), (���, 3), (���, 10) NULL

��� ∞ (���, 5), (���, 2), (���, 4), (��� NULL

... ... ... ...

��� ∞ (���, 12), (���, 13), (���, 5), (� NULL

��� ∞ (���, 8), (���, 17), (���, 16) NULL

Among, NodeID is a node identification. 
Distance represents the distance weight value of 
the node to the source point, in which the distance 
from the source to the source point itself is 0. The 
tuple of (AdjacentNode, Weight) represents the 
adjacent node information, including the adjacent 
nodes of the node and the weight value of the path. 
ParentNode is the identity of the father node of 
the node.

C. Result Analysis

TABLE II. COMPARISON BETWEEN TWO ALGORITHMS ON A

SMALLER DATASET
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Node 

Number

Serial Dijkstra 

algorithm/s

Parallel Dijkstra 

algorithm /s

100 0.049 13.118

18204 0.864 14.216

The experimental environment is set up the 
processor with 3.20GHz and 4GB memory. In this 
paper, the serial Dijkstra algorithm is compared 
with the parallel Dijkstra algorithm in the pseudo-
distributed Hadoop environment. The results 
show that the serial algorithm takes less time. The 
reason is that the parallel Dijkstra algorithm need 
to read and write repeatedly the data from the hard 
disk, but for the serial Dijkstra algorithm data is 
stored in the memory without too I/O time 
consumption with a smaller dataset. However, in 
the case of limited time, the serial Dijkstra will 
cause errors due to insufficient memory due to 
insufficient memory. The Dijkstra parallelization 
on MapReduce does not exist these problem.

Figure4. the acceleration ratio

In the case of large data volume, the 
experimental cluster environment in this paper 
has 108 computing nodes. Each computing node 
has four processors each which is of 2.66GHz, 
12GB Memory. In this paper, the comparison of 
the time acceleration ratio between different data 
volumes and different cluster nodes is carried out. 
It is found that in the case of large datasets the 
number of vertices is certain, and before the peak 
the acceleration ratio will become larger as the 
number of cluster nodes increases. But, after the 
peak, the acceleration ratio decreases as the 
number of cluster nodes increases. The reason is 
network throughput between cluster nodes. In the 
case of the number of nodes in the same cluster, 
the larger the data size, the acceleration ratio or 

the increasing trend. To sum up, the feasibility 
and superiority of Dijkstra parallelization 
algorithm are well represented in the case of mass 
graph data processing.

V. Summary

This paper mainly introduces the 
transformation of RSG grid DEM data through 
domain mode and realizes parallel data 
processing. In addition, according to the 
MapReduce programming model, the traditional 
serial Dijkstra algorithm is designed in parallel, 
and different datasets are tested on the Hadoop 
cluster to get the running time and efficiency. By 
comparing with the traditional serial Dijkstra, the 
performance of the parallel Dijkstra algorithm 
can achieve an evident improvement.
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