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Abstract—This paper describes a fault prediction and 
detection method of distribution network. It uses the ID3 
algorithm in the decision tree to classify the grid parameters 
in the frequency domain after FFT transformation, and 
compares parameters with the built-in fault model in the 
terminal to find the corresponding fault type[1]. The 
abnormal data needs to be recorded and stored at the same 
time and uploaded to the information center (cloud 
platform). The system can predict and monitor the abnormal 
parameters in a certain line timely, track the occurrence and 
evolution of the fault in time, and provide enough 
information to make decisions before the minor fault spreads 
to the regional grid[2]. 
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I. INTRODUCTION 
For the problems of distribution network fault 

prediction and diagnosis, the current methods for 
predicting grid faults are traditionally single (for example, 
SCADA), and they are mainly applied to trunk lines and 
are weak for feeders[3]. The traditional phasor measure 
unit only obtains the frequency spectrum, instantly 
determines the power quality, but has no prediction 
margin, and is not timely in the diagnosis and prediction 
of the fault[4]. Therefore, the decision tree with fault 
model is used to analyze the grid parameters in the 
frequency domain. The terminal simultaneously acquires 
the grid voltage and current by a 24-bit high-speed AD 
(AD7767) under the unified timing of the Beidou/GPS 
PPS signal[5]. Each channel signal collects 1024 points per 
second (meeting Shannon Sampling Theorem). There are 
altogether six way signals. Due to the large amount of 
data, and in order to ease the DSP calculation pressure, 
the data collected by AD is transferred to the SDRAM 
cache by the FMC to avoid data calculation conflict. 
According to the FIFO method, the collected data is 
calculated by Fourier transforme, and the data is 
converted from the time domain to the frequency domain 
for amplitude, phase, and frequency analysis. Converting 
to the frequency domain is more conducive to discovering 
fault information that cannot be reflected in the traditional 
time domain. In the frequency spectrum, it can intuitively 
discover the changes of fundamental waves and harmonic 
waves, and can quickly determine the type of failure. The 
terminal uses a radix-2 FFT calculation, which can reduce 
the computational complexity by half compared to the 
DFT. STM32F767 requires 0.5ms to calculate a 
1024-point Fourier transform. Each way requires 10 times 
of calculations. there are 6 ways, a total of 30ms (<1s), so 
it meets the PPS sampling interval. Calculate the 
frequency spectrum of the data by FFT transformation, 

and then send it to the decision tree for machine learning 
to predict the fault. Compare the signal of the suspected 
fault with the fault model. Once it is determined to be 
fault, record the wave of this cycle and the next cycle. At 
the same time, the fault data is sent to the platform for 
in-depth analysis (S-transformation). 

II. FFT TRANSFORMATION PRINCIPLE 
The collected six-way signal is sent to the second level 

cache SDRAM to form a ping-pong structure, and the 
data which is stored in the SDRAM, is sent to the FPU 
(DSP core) according to the FIFO mode, and the time 
domain data is converted into frequency domain data by 
using a discrete fourier transform (DFT). The sampling 
point must be 2 power of N. 1024 points for a DFT 
calculation requires 3072 floating-point operations, 10 
times for 6-way requires 184,320 operations, and a huge 
amount of calculation is not conducive to terminal 
execution. Therefore, using the symmetry of the DFT's 
rotation factor, the sampling point is 2 power of N. 
Radix-2 (or radix-4) FFT operations can be used. It can 
reduce the amount of computation by half. The former 
N/2 is symmetrical with the latter N/2, and the calculation 
can only consider the first half of the week. 
DFT: 
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Radix-2 FFT: ��                (2) 

� �

�
�

       (3)

 

� �

�
��

      (4) 
Using the Radix-2 (or radix-4) FFT operation, MCU 

can quickly calculate the parameters of the fundamental 
and harmonic to facilitate the search for the type of fault. 
Experimental results are shown below in EXCEL 

 

 
Figure 1 AD acquisition data restoration diagram and data spectrum 
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III. DECISION TREE PREDICTION PRINCIPLE ID3  
Build a decision tree (ID3): Step 1: obtain the fault 

data set of the application grid (as shown in Table 1, 
marked as training set D) to learn a decision tree that can 
predict the impending fault. The results of different data 
set predictions will change. Calculate the root node 
information entropy of set D. 
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Obviously y=2, there are only two situations, 
Calculate positive case P1= 1

10
 probabilities and 

counterexamples P2= 9
10

 probability 

Step 2: Calculate the information entropy of each 
attribute in the current attribute set {magnitude deviation 
ratio, phase difference, frequency deviation ratio, Paswall 
energy}. Take the deviation of amplitude as an 
example.Partition D : 

1D ={<0.95}, 2D ={[0.95,1.05]}, 3D ={>1.05} ,so 
1D ={1,6}, 2D ={2,4,7,8,9,10}, 3D ={3,5} According to step 

one, the entropies of three branch nodes can be calculated 
separately. 

Step 3: Calculate the information gain of the attribute 
in step 2. 
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V represents the number of branch nodes under this 
attribute. 

Step 4: Repeat steps two and three. Calculate the 
information gain under each attribute and select the 
attribute with the largest information gain as the partition 
attribute. 

Step 5: Repeat step 1 to step 4 to select the next 
division attribute by dividing the attribute branch node 
selected in step 4.   

Step 6: Repeat the above steps until no attributes are 
assigned to obtain the final decision tree. As shown in 
Figure 2. 
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Figure 2. ID3 decision tree under a data set 
 
 
 
 

 
Table 1 .A regional distribution network fault data set 
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1 Error  
0 Nor 

1 <0.95 <-5 <0.95 StdW   1 

2 [0.95,1.05] [-5,5] [0.95,1.05] StdW  0 

3 >1.05 >5 >1.05 StdW  1 

4 [0.95,1.05] [-5,5] <0.95 StdW  1 

5 >1.05 [-5,5] [0.95,1.05] StdW  1 

6 <0.95 [-5,5] [0.95,1.05] StdW  1 

7 [0.95,1.05] [-5,5] >1.05 StdW  1 

8 [0.95,1.05] >5 [0.95,1.05] StdW  1 

9 [0.95,1.05] <-5 [0.95,1.05] StdW  1 

10 [0.95,1.05] [-5,5] [0.95,1.05] StdW�
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Figure 3. Terminal block diagram 
As shown in Figure 3, the terminal needs to convert 

the high voltage electrical signal of the distribution 
network into a measurable signal by the transformer, filter 
circuit, and conditioning circuit. The signal to be 
measured is the three-phase voltage and current of the 
power grid (Ua,Ub,Uc,Ia,Ib,Ic). The conditioning circuit 
uses a differential signal method to prevent the signal 
from appearing in an oversaturated state. At the same time, 
a voltage follower is added at the input to ensure that the 
input voltage does not change and impedance matching is 
completed, as shown in Figure 4. 

 
Figure 4 conditioning circuit (differential signal) 

IV. HARDWARE CIRCUIT INTRODUCTION 
The resulting differential signal is sent to a 24-bit 

ADC for high-speed sampling and transmitted to the the 
SDRAM via FMC. The 6-channel signal is sampled 
according to the PPS pulse at the same time, so that all 
signals are synchronized. Because the distribution 
network is scattered all over the world, it is necessary to 
obtain synchronization signals for spectrum analysis, and 
phasors under the reference point at the same time can be 
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analyzed in the entire network. The terminal sampling 
synchronization clock is derived from the Beidou/GPS 
PPS signal with an accuracy better than 1us. At the same 
time, the UTC time of Beidou/GPS is used to time-stamp 
the collected data to facilitate synchronization of the 
entire network data. Connect the PPS signal as an external 
pulse to the external interrupt. Use the PPS pulse to 
trigger the interrupt. Start the AD acquisition and read the 
UTC time in the interrupt to synchronize the sampling and 
marking, and record the number of interrupts. In order to 
prevent the loss of star condition and cause the PPS pulse 
to be lost, the MCU needs to start an additional 500ms 
timer. Counting the number of timer interrupt, every two 
times compared with the number of external interrupts, 
Once the difference reaches a certain threshold, the 
system will forcibly enter the external interrupt. The first 
start of the timer is done in the external interrupt. The PPS 
timing helps the accuracy of the sampling time scale and 
prevents the equipment from starving. 

The AD sampled data is first stored in the SDRAM 
and then subjected to FFT transformation. Send the 
frequency domain data to the decision tree for pre-failure. 
If there is a fault, store the collected data in the SD card 
and save the data of each sampling cycle before and after 
the fault. Then compare it with the built-in fault model by 
the three-way voltage and the three-way current at the 
same time. Once any channel abnormally, the fault 
prediction property is transformed into a fault 
determination, and the type of the fault (short circuit, open 
circuit, and phase loss) is also determined. Otherwise, the 
nature of the fault is still predicted. The fault model stored 
in memory is:  

short circuit: (circuit F

std

A
A

>>1), 

open circuit: (circuit F

std

A
A

<<1), 

phase loss: (voltage F

std

A
A

<<1). 

 

 
Under the condition of judging the occurrence of a 

fault, using the principle of traveling wave distance 
measurement (recording the time when the two ends 
receive the wave surge for the first time),coarse 
positioning is performed, and the error is in the range of 
200-3000 meters. At the same time, the terminal has an 
Ethernet module, which can send the recorded wave data 
to the cloud platform according to the 104 protocol of the 
State Grid for S-transformation, and in-depth analysis of 
each parameter. 

V.CONCLUSION 
The power grid fault diagnosis system designed in this 

paper uses Beidou/GPS to obtain synchronized phasors, 
and the data is analyzed in the frequency domain to 
analyze power grid quality through FFT. The decision tree 
(ID3) and the fault model are used to determine the fault. 
At the same time, the coarse fault location is located using 
the principle of traveling wave distance measurement. The 
network port reserved by the system facilitates deep 
learning. 
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